
DEVIATION THEOREMS FOR SOLUTIONS OF DIFFERENTIALEQUATIONS AND APPLICATIONS TO LOWER BOUNDS ONPARALLEL COMPLEXITY OF SIGMOIDS(Extended abstract)D. Yu. GrigorievDepartments of Computer Science and MathematicsPennsylvania State UniversityUniversity Park, PA 16802 USAe-mail: dima@cs.psu.eduUnder a sigmoid with a depth d we understand a circuit with d layers where each realfunction computed at (i+1)-th layer is obtained as G(q) where q is a rational expression inthe functions computed at i-th layer and G is a gate operator from some admitted family.Two types of the families of gate operators are considered: �rst, we admit to substituteg(q) where g is a solution of a linear ordinary di�erential equation with the polynomialcoe�cients and second, as G(q) we take a solution of nonlinear �rst-order di�erentialequation. The sigmoids of the �rst type compute any composition of the functions likeexp, log, sin (thus, it includes, in particular, standard sigmoids corresponding to the gateg = (1 + exp(�x))�1), the sigmoids of the second type compute Pfa�an functions. Themain result states that if two di�erent functions f1; f2 are computed by means of thesigmoids with the parallel complexity d, then the di�erence jf1 � f2j grows not slowerthan (exp(d)(p))�1 (and not faster than exp(d)(p)) where exp(d) is d times iteration ofthe exponential function and p is a certain polynomial, thus one can not rather goodapproximate f1 with a precise parallel complexity d by means of a function f2 with a lessparallel complexity. Also we estimate the number of zeroes in the intervals of a functioncomputed by a sigmoid of the �rst type. All the obtained bounds are sharp.
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1. Deviation theorems for the functions computed by sigmoids.Denote the ring K0 = R[X], F0 = R(X), D = d=dX. By � denote the set of realfunctions u : R! R being solutions of linear ordinary di�erential equations of the kindLu = (Dn + X0�j�n�1ajDj)u = 0 (1)where the coe�cients aj 2 F0 are de�ned everywhere on R, in other words, their denom-inators have no real roots. The elements of � will play the role of gate functions in thesigmoids. As the operator L has no real singularities ([H]), the function u is analytic onR (actually, one could get rid of this requirement and consider gate functions with realsingularities, but we shall not dwell on it for the sake of simplifying the exposition). Nowwe de�ne Ki and Fi by induction on i, namely Ki+1 for i � 0 is a di�erential ring [K]generated by the functions of the form u(q) where u 2 � and q 2 Fi. De�ne Fi+1 as a(di�erential) �eld of quotients of Ki+1.Under a sigmoid with a depth d we understand a circuit with d layers in which eachfunction w(j)i+1 at (i + 1)-th layer (0 � i < d) is computed asw(j)i+1 = u((g1=g2)(w(1)i ; w(2)i ; : : : ;X)) (2)for a certain gate function u 2 � and g1; g2 2 R[W (1)i ;W (2)i ; : : : ;X] being polynomials inthe functions w(1)i ; w(2)i ; : : : computed at the previous layers of the sigmoid, and in thevariable X.Let u = u1; : : : ; un where u` : R! R; 1 � ` � n be a basis (over R) of the space ofsolutions of the equation (1) [H]. Extend the sigmoid without changing its depth addingalso the instructions u`((g1=g2)(w(1)i ; w(2)i ; : : : ;X)) at (i + 1)-th layer. One can show byinduction on i that each function w(j)i+1 belongs to Ki+1 (and conversely, any element fromKi+1 can be obtained as a polynomial in the functions computed at (i + 1)-th layer of asuitable sigmoid). Usually, u is taken from a certain subset of �, for example, in the caseof the standard sigmoid one takes u = exp(�X) (see [MSS]).Henceforth, we �x a sigmoid and by Di � Ki denote a di�erential ring generatedover R(X) by w(1)i ; w(2)i ; : : : ; so as an algebraic ring Di is generated by all the derivativesw(1)i ;Dw(1)i ; : : : ; w(2)i ;Dw2)i : : : . Denote by exp(d) 2 Kd the iteration of the exponentialfunction d times. Now we are able to formulate the �rst main result of the paper (deviationtheorem for the functions computed by sigmoids).Theorem 1. Let a function 0 6� f be computed by a sigmoid with a depth d. For any�1 there exist �0; �2 where �0; �1; �2 2 K0 are univariate nonconstant polynomials, beingpositive everywhere on R such that for any x 2 R the measure of the points y from aninterval I = (x� (�1(x))�1; x) at which jf(y)j � exp(d)(�0(x)) or jf(y)j � (exp(d) �0(x))�1is less than (�1(x))�1exp(�2(x)) = jIjexp(�2(x)) . 2



Corollary 1. The measure of the points y 2 R for which jf(y)j � exp(d)(�3(y)) orjf(y)j � (exp(d) �3(y))�1 is �nite, moreover the measure of such point y with jyj � x0 forany x0 � 0 is less than (exp �4(x0))�1 for suitable nonconstant polynomials �3; �4 2 K0being positive everywhere on R.Remark 1. The polynomials �0; �2; �3; �4 could be calculated explicitly in terms of the sizeof the sigmoid and in the coe�cients aj of the di�erential operators L (see (1)) to whichsatisfy the gate functions u occuring in the sigmoid.Remark 2. The bounds in the theorem 1 and in the corollary 1 are sharp. As an exampleconsider a function f = sin �(exp(d))�1 with the parallel sigmoidal complexity equal to d:the set of the points y at which jf(y)j � (exp(d) �5(y))�1 consists of a union of intervalswhere n-th interval (n = 0; 1; : : : ) has a length (exp(d) �6(n))�1 and contains the point �n(for appropriate polynomials �5; �6 2 K0).One can treat the theorem 1 and the corollary 1 as the impossibility of \rather good"approximation of a function with the parallel sigmoidal complexity d by means of a func-tion with less parallel complexity (in particular, by a rational function), thus if such anapproximation does exist, it gives a lower bound on the parallel sigmoidal complexity.The corollary 1 could be easily extended to the sigmoids with branching instructionsas the resulting function would be piecewise and one could apply the corollary to eachpiece. In particular, when we consider only rational computations, it gives a lower bound(the similar as in the corollary 1) on the approximation by means of Blum-Shub-Smalecomputation ([BSS]).Finally, we estimate the number of zeroes of a function computed by a sigmoid.In the next proposition let us adopt a convention that exp(�1) � const.Proposition. Let a function f be computed by a sigmoid with a depth d � 1. Thereexists a set J � R with a �nite measure such that for any x 2 R the number of zeroes off in the set [0; x] r J does not exceed exp(d�1) �7(x) for a suitable polynomial �7 2 K0,moreover the intersection [0; x] \ J is a union of at most exp(d�2) �7(x) intervals.2. Upper bounds on the functions computed by sigmoids.>From now on p1; p2; : : : will denote polynomials from K0 each having a form pj =pj(X2) where a polynomial pj monotonically increases on R+ and pj(0) � 1. The proof ofthe following lemma is based on the Gronwall's inequality [H]. Let u satisfy (1).Lemma 1. For each j � 0 there exists a polynomial p(0)j such that jDjuj � exp(p(0)j ).The proof of the theorem 1 is conducted by induction on d. The next lemma serves toget upper bounds in the inductive step, its proof relies on (2) and lemma 1.Lemma 2. Let 0 � i < d. For a family of di�erential polynomials G1; : : : ; Gk 2 Di+1one can produce a family of di�erential polynomials 0 6� H0; : : : ;Hm 2 Di such that for3



every p1; p2 there exists p3 satisfying the following property: for arbitrary x 2 R if theinequalities jH0j � (exp(i)(p2))�1, jHj j � exp(i)(p2), 0 � j � m hold everywhere on aninterval Ii = (x � (exp(i) p1(x))�1; x) then jG`j � exp(i+1)(p3), 1 � ` � k everywhere onIi. 3. Upper and lower bounds on Wronskians of the functions computed bysigmoids.Denote by Wu the Wronskian of (1) (see [H])Wu = det0BBB@ u1 : : : unDu1 : : : Dun... ...Dn�1u1 : : : Dn�1un1CCCAAs Wu(x) =Wu(x0) exp Z xx0 (�an�1) ([H]) we get the following lemma.Lemma 3. For a suitable p4 (exp p4)�1 � jWuj � exp p4.A function w = w(j)i+1 (see (2)) computed by the sigmoid, satis�es a linear ordinary dif-ferential equation 0 =  P0�`�nb`D`!w with the coe�cients b` 2 Di. Without loss of gen-erality we can assume that w 6� const, then u1((g1=g2)(w(1)i ; w(2)i ; : : : ;X)); : : : ; un((g1=g2)(w(1)i ; w(2)i ; : : : ;X)) 2 Di+1 (see (2)) constitute a basis (over R) of the space of solutions ofthis equation. Denote byWw the Wronskian of this equation. One can prove the followinglemma using lemma 3 and the identityWw =Wu((g1=g2)(w(1)i ; w(2)i ; : : : ;X)) � (D((g1=g2)(w(1)i ; w(2)i ; : : : ;X)))n(n�1)=2Lemma 4. For each function const 6� w = w(j)i+1 computed by the sigmoid (see (2)) onecan produce di�erential polynomials 0 6� H(w)0 ; : : : ;H(w)s 2 Di such that for every p1; p5there exists p6 satisfying the following property: for arbitary x 2 R if the inequalitiesjH(w)0 j � (exp(i) p5)�1, jH(w)j j � exp(i)(p5), 0 � j � s hold everywhere on an intervalIi = (x � (exp(i) p1(x))�1; x) then the Wronskian Ww satis�es inequalities(exp(i+1)(p6))�1 � jWwj � exp(i+1)(p6) everywhere on Ii:Let a di�erential polynomial G 2 Di+1. Then G satis�es a certain linear ordinarydi�erential equation 0 = LG =  P0�j�mhjDj!G with the coe�cients hj 2 Di and with abasis (over R) of the space of solutions from Di+1 (one could produce the operator L by4



induction on the construction of G, see [S]). Denote byWG the Wronskian of the operatorL. The main purpose of this section is to establish the bounds on WG. An upper boundis provided by applying lemma 2 to WG and getting a family eH0; : : : ; eHm1 2 Di, a lowerbound is proved by induction on the construction of G (so, on the number of operationsof di�erentiating, adding and multiplying), lemma 4 gives the base of this induction.To prove the inductive step we assume that two functions v1; v2 2 Di+1 satisfy lin-ear ordinary di�erential equations 0 = Q1v1 = Q2v2, where Q1 = P0�`�k1�(`)D`, Q2 =P0�`�k1�(`)D` and the coe�cients �(`); �(`) 2 Di. We assume also that by induction somedi�erential polynomials 0 6� H(v1)0 ; : : : ;H(v1)�1 , 0 6� H(v2)0 ; : : : ;H(v2)�2 2 Di are produced suchthat for every p7 there exists p8 satisfying the following property for any x 2 R: ifjH(v1)0 j; jH(v2)0 j � (exp(i) p7)�1; jH(v1)j j; jH(v2)j j � exp(i) p7 (3)for all j � 0 everywhere on an interval Ii = (x � (exp(i) p1(x))�1; x) then(exp(i+1) p8)�1 � jWv1j; jWv2 j � exp(i+1) p8 (4)everywhere on Ii, here Wv1 ;Wv2 denote the Wronskians of the operators Q1; Q2, resp.One can produce (cf. [S]) the linear ordinary di�erential operators QD; Q+; Q� of theminimal orders with the coe�cients from Di, namely, being di�erential polynomials in�(`); �(`) and with basis of the spaces of solutions from Di+1 such that 0 = QD(Dv1) =Q+(v1+v2) = Q�(v1v2) for all the solutions of the equations 0 = Q1v1 = Q2v2. The maintask is to estimate their Wronskians WDv1 ; Wv1+v2; Wv1v2 , that would prove bounds (4)for the inductive step. As estimating WDv1 is comparatively easy and on the other handconsidering Wv1+v2 and Wv1v2 are similar, let us dwell on estimating Wv1+v2 .Replace the equations 0 = Q1v1 = Q2v2 = Q+(v1+v2) by the corresponding �rst-orderlinear systems DV1 = A1V1; DV2 = A2V2, DV+ = A+V+, resp. where the matrixA1 = 0BBBBB@ 0 1 0 .. . 1� �(0)�(k1) � �(1)�(k1) � � � ��(k1�1)�(k1) 1CCCCCAis in the Frobenius form (see [H]), the similar for A2; A+. Denote by V1;V2;V+ the cor-responding spaces (over R) of solutions of the linear systems. Consider a natural epi-morphism � : V1�V2 ! V+ mapping �((v(j1)1 ;Dv(j1)1 ; : : : ;Dk1�1v(j1)1 )� (v(j2)2 ;Dv(j2)2 ; : : : ;Dk2�1v(j2)2 ))! (v(j1)1 +v(j2)2 , D(v(j1)1 +v(j2)2 ), D2(v(j1)1 +v(j2)2 ); : : : ). The direct sum V1�V2is the space of solutions of the systemDV = �A1 00 A2�V . The subspace Ker(�) � V1�V25



is invariant under the di�erential Galois group of the latter system (see [K], also [BBH],[G90b]). Therefore, any nonsingular linear transformation of the space V1 � V2 being ofthe form � = � ��� where � is a matrix with the entries from R reduces (see e.g. [BBH])the system DV = �A1 00 A2�V to the block-triangular form DV = �C1 0C2 C3�V , whereV = �V . The space of solutions of the system DV3 = C3V3 coincides with Ker(�) and thespace of solutions of the system DV 1 = C1V 1 equals to V+ (in [G90a], [G90b] one can �ndthe complexity bounds on reducing a system to the block-triangular form).Using the formula for the Wronskian WC1 = exp R trC1 ([H]), we obtain equalitiesWC1WC3 =W0@C1 0C2 C31A = (det �) �W0@B1 00 B21A = (det �)Wv1Wv2:As the coe�cients of the vectors from Ker(�) � V1 � V2 belong to Di+1 one can applyto them lemma 2 and get a family H(�)0 ; : : : ;H(�)m2 2 Di. Also det(�) = H0=H1 forsuitable H0;H1 2 Di. Finally, using (3) we take H(v1+v2)0 = H(v1)0 �H(v2)0 � eH0 �H(�)0 �H0and as H(v1+v2)1 ; : : : we take the union of H(v1)j ;H(v2)j ; eHj ;H(�)j ;H0;H1 for all j � 0and using (4) prove the inductive step for v1 + v2. Namely, for every p9 there exists p10satisfying the following property: for any x 2 R (cf. (3), (4)) if jH(v1+v2)0 j � (exp(i)(p9))�1,jH(v1+v2)j j � exp(i)(p9) for all j � 0 everywhere on an interval Ii then (exp(i+1)(p10))�1 �jWv1+v2 j � exp(i+1)(p10) everywhere on Ii.This completes the consideration of the inductive step for the sum v1 + v2. Thebound on Wv1v2 is proved in a similar way, the role of the direct sum V1 � V2 is beingreplaced by the tensor product V1 
R V2 and the role of the matrix �A1 00 A2� is playedby A1 
Ek2 +Ek1 
A2 where Ek1 denotes the unit k1� k1 matrix.Thus, by induction onthe construction of the di�erential polynomial G 2 Di+1 we get the following lemma.Lemma 5. For every di�erential polynomials G0 = G;G1; : : : ; G� 2 Di+1 one can producedi�erential polynomials 0 6� H0; : : : ;H� 2 Di such that for any polynomials p1; p11 thereexists a polynomial p12 satisfying the following property: for arbitrary x 2 R if jH0j �(exp(i) p11)�1; jH`j � exp(i) p11, 0 � ` � � hold everywhere on an interval Ii = (x �(exp(i) p1(x))�1; x) (cf. lemmas 2,4) then jG`j � exp(i+1)(p12), 0 � ` � � and jWGj �(exp(i+1) p12)�1 everywhere on Ii, where WG denotes the Wronskian of a certain linearordinary di�erential equation 0 =  P0�j�m(j)Dj!G with the coe�cients (j) 2 Di andwith a basis (over R) of the space of solutions G0;0;:::;G0;m�1 2 Di+1.4. Lower bounds on functions computed by a sigmoid.Relying on a lower bound on the WronskianWG (see lemma 5) one can obtain a lowerbound on a di�erential polynomial 0 6� G 2 Di+16



Lemma 6. For every di�erential polynomials 0 6� G0 = G, G1; : : : ; G� 2 Di+1 one canproduce di�erential polynomials 0 6� H0; : : : ;H� 2 Di such that for any polynomialsp1; p13 there exist polynomials p14; p15; p16 satisfying the following property: for arbitraryx 2 R if jH0j � (exp(i) p13)�1, jH`j � exp(i) p13, 0 � ` � � hold everywhere on aninterval Ii = (x� (exp(i) p1(x))�1; x), then jG`j � exp(i+1) p14 everywhere on Ii and thereexists a disjoint family of subintervals fI(�)i+1g� of the interval Ii each with the lengthjI(�)i+1j = (exp(i+1) p15(x))�1, moreover the lower bound jGj � (exp(i+1) p14(x))�1 holdseverywhere on I(�)i+1 for each � and �nally P� jI(�)i+1j � jIij(1 � (exp(i+1) p16(x))�1). Inaddition, the complement Ii r [�I(�)i+1 consists of at most exp(i) p15(x) intervals and G hasat most exp(i) p15(x) zeroes in Ii.The latter inequality informally means that the desired lower bound on jGj holds\almost everywhere" on Ii.To prove lemma 6 �rst apply lemma 5 to G0; : : : ; G� and produce H0; : : : ;H�. Thentaking an equation 0 = ( P0�j�m(j)Dj)G from lemma 5 produce an equation 0 = ( P0�j�m�(j)Dj )DG with the coe�cients �(j) 2 Di, (m) = �(m) 6� 0. Apply lemma 2 to a familyfDjG0;`g0�j;`�m�1 (see lemma 5) and get a family H0; : : : ;H� 2 Di. As the requiredin the lemma di�erential polynomials take H0 = H0H0�(m) and as H1; : : : ;H� take theunion of H0; : : : ;H�, H0; : : : ;H�; �(0); : : : ; �(m). Hence lemmas 2, 5 imply the existenceof polynomials p17; p18; p19; p20 such that inequalities j�(m)j � (exp(i) p17)�1; jWGj �(exp(i+1) p18)�1; jG`j � exp(i+1) p19; jDjG0;`j � exp(i+1) p20; j�(`)j � exp(i) p17 hold ev-erywhere on Ii. When G � const, these inequalities give the lemma, so assume thatG 6� const.We claim that G takes every value � in the interval Ii at most maxfm + 1; 2(m +1)jIij exp(i) p217(x)g times. Suppose the contrary. Then there exists a subinterval I � Iiof a length � = minfjIij, (2 exp(i) p217(x))�1g in which G takes value � at least m + 1times. Therefore, each derivative DG; : : : ;DmG has a least one root in the interval I.Denote M (j) = maxy2I jDjG(y)j. Then �M (j+1) � M (j), 1 � j � m. Let Dm+1G reachM (m+1) at a point y0 2 I. Then M (m+1) = �����(�(m)(y0))�1  P0�j�m�1�(j)Dj+1G(y0)!����� �(exp(i) p17(x))2M (m+1) (�+�2+ � � �+�m) < M (m+1), the contradiction proves the claim.Construct a sequence of polynomials r0; : : : ; rm�1 2 K0 by (inverse) induction: setrm�1 = p18 + (m � 1)p20 + m2, and rj = 2rj+1 + p20 + 2, 0 � j < m � 1, thenr0 � r1 � � � � � rm�1 everywhere on R. First, assume that at some point x1 2Ii inequalities jDjG(x1)j � (exp(i+1) rj (x))�1 � (exp(i+1) rm�1(x))�1 hold for all 0 �j � m � 1. Then expanding Wronskian WG with respect to the column consisting ofG;DG; : : : ;Dm�1G (as G 6� 0 we can take G as one of the elements of a basis of thespace of solutions of 0 = ( P0�j�m(j)Dj)G we obtain inequalities (exp(i+1) p18(x))�1 �7



jWG(x1)j � (exp(i+1) rm�1(x))�1m!(exp(i+1) p20(x))m�1; that contradicts to the choice ofrm�1.Consider a subinterval I(0) � Ii on which jGj � (exp(i+1) r0(x))�1 everywhere. Takethe minimal 1 � j0 � m�1 such that there exists a point x0 2 I(0) for which jDj0G(x0)j �(exp(i+1) rj0 (x))�1. Since jDj0+1Gj � exp(i+1) p20(x) everywhere on Ii we get for arbi-trary x2 2 Ii inequalities jDj0G(x2)j � jDj0G(x0)j � jx2 � x0j exp(i+1) p20(x) � (exp(i+1)rj0 (x))�1 � jx2 � x0j exp(i+1) p20(x). Assume that at least one of two points x3 = x0 �(exp(i+1)(rj0+p20)(x))�1 belong to I(0), then jDj0�1G(x0)�Dj0�1G(x3)j = j R x3x0 Dj0Gj �(2 exp(i+1)(rj0 + p20)(x))�1(exp(i+1) rj0 (x))�1 � 2(exp(i+1) rj0�1(x))�1, that leads to acontradiction with the minimality of j0. Thus, neither of two considered points belong toI(0), therefore, jI(0)j � 2(exp(i+1)(rj0 + p20)(x))�1 .Partition the interval Ii on the subintervals with the endpoints in which G takes thevalues �(exp(i+1) r0(x))�1. By the proved above there are at most 2maxfm + 1; 2(m +1)jIij exp(i) p217(x)g such subintervals. Also we have proved that the length of any subinter-val on which jGj � (exp(i+1) r0(x))�1 everywhere, is less than 2(exp(i+1)(rj0 + p20)(x))�1(this is used in the proof of the proposition from the section 1), partitioning all the othersubintervals into disjoint subintervals I(�)i+1 completes the proof of lemma 6.Finally, one can prove theorem 1 (and as well the proposition). First, apply lemma 6to i = d� 1 and a family of di�erential polynomials consisting of a single element f 2 Dd,then to the obtained family from Dd�1 and i = d � 2 again apply lemma 6 and so ondecreasing i until we get a family of the rational functions from D0 = R(X). Then weascertain the necessary bounds by induction on (increasing i) again using lemma 6 for theinductive step.5. Deviation theorems for the functions computed by Pfa�an sigmoids.Consider another class of sigmoids which are called Pfa�an and which also contain, inparticular, \standard" sigmoids. Denote the �eld P0 = R(X), then by induction on i the�eld Pi+1 is generated over Pi by all the functions v(j)i+1 : R! R (possibly having a �nitenumber of singularities) satisfying �rst-order nonlinear di�erential equations of the formD v(j)i+1 = q(v(j)i+1) (5)where a polynomial q(Z) 2 Pi[Z]. Obviously exp(i) 2 Pi.According to [Kh] any function f 2 Pi, being Pfa�an, has a �nite number of singulari-ties and roots. Hence for every two functions f1; f2 2 Pi, f1 6� f2, the di�erence (f1�f2)(x)is either positive or negative everywhere on an interval x 2 [x0;1) for a certain x0 2 R,we write f1 � f2 or f1 � f2, respectively. Now we can formulate the deviation theoremfor Pfa�an sigmoids.Theorem 2. For any function 0 6� f 2 Pi there exists a polynomial p21 such that(exp(i) p21)�1 � jf j � exp(i) p218



The bounds are obviously sharp. For Pfa�an sigmoids the necessary bounds are validstarting with some point x0 unlike corollary 1 where the bounds were valid out of a �nite-measure set. Analogues of the remark 1 and the remark concerning Blum-Shub-Smalemodel are true also for Pfa�an sigmoids.The theorem is proved by induction on i and �rstly we prove an upper bound (for i = 0one can �nd its proof in [B]).Lemma 7. Assume that the statement of the theorem 2 is proved for Pi and v(j)i+1 satis�es(5) where deg(q) = n. Then for an appropriate polynomial p22a) if n = 0 or n � 2 then jv(j)i+1j � exp(i) p22b) if n = 1 then jv(j)i+1j � exp(i+1) p22Let each of the functions v(j1)i+1 ; : : : ; v(jm)i+1 2 Pi+1 satisfy an equation similar to (5),namely Dv(j`)i+1 = q`(v(j`)i+1). Then for any polynomial 0 6� h 2 Pi[Z1; : : : ; Zm] the boundjh(v(j1)i+1 ; : : : ; v(jm)i+1 )j � exp(i+1) p23 holds for a suitable polynomial p23 because of lemma 7.Thus, to prove theorem 2 it remains to prove a lower bound on h(v(j1)i+1 ; : : : ; v(jm)i+1 ) 2 Pi+1.Firstly, we consider the case when v(j1)i+1 ; : : : ; v(jm)i+1 are algebraically independent overPi. Suppose that jh(v(j1)i+1 ; : : : ; v(jm)i+1 )j � (exp(i+1) p)�1 for all the polynomials p. Then wesay that h(v(j1)i+1 ; : : : ; v(jm)i+1 ) is small. Also we suppose that m is the least possible with thisproperty. Finally, without loss of generality, one can suppose that the polynomial h isirreducible over Pi.Since the derivative D(h(v(j1)i+1 ; : : : ; v(jm)i+1 )) = P1�`�m @h@v(j`)i+1 q`(v(j`)i+1) = g(v(j1)i+1 ; : : : ; v(jm)i+1 )2 Pi+1 for a certain polynomial g 2 Pi[Z1; : : : ; Zm], the derivative should be also small(as being also a Pfa�an function). If h - g in the ring Pi[Z1; : : : ; Zm] then there existpolynomials h1; g1 2 Pi[Z1; : : : ; Zm] such that 0 6� hh1+gg1 2 Pi[Z1; : : : ; Zm�1]. But thenthe function (hh1+ gg1)(v(j1)i+1 ; : : : ; v(jm)i+1 ) is small by virtue of lemma 7, this contradicts tothe choice of m.Now let g = h g0 for some g0 2 Pi[Z1; : : : ; Zm]. Consider any 1 � ` � m for whichdegZ(q`) � 1, then for each 1 � s �mdegv(j`)i+1  @h@v(js)i+1 qs(v(js)i+1 )! � degv(j`)i+1 (h(v(j1)i+1 ; : : : ; v(jm)i+1 ))and therefore, Z` does not occur in the polynomial g0. If for some 1 � ` � m degZ (q`) � 2then lemma 7 entails that jv(j`)i+1 j � exp(i) p23 for a suitable polynomial p23. Hencejg0(v(j1)i+1 ; : : : ; v(jm)i+1 )j � exp(i) p24 for a certain p24. Thus jD(h(v(j1)i+1 ; : : : ; v(jm)i+1 ))=h(v(j1)i+1 ; : : : ; v(jm)i+1 )�� � exp(i) p24, therefore j log jh(v(j1)i+1 ; : : : ; v(jm)i+1 )j j � exp(i) p25 for anappropriate p25 and �nally jh(v(j1)i+1 ; : : : ; v(jm)i+1 )�� � (exp(i+1) p25)�1, this contradicts to thesupposition that h(v(j1)i+1 ; : : : ; v(jm)i+1 ) is small. 9



In the general case choose some transcendental over Pi basis (let it be v(j1)i+1 ; : : : ; v(js)i+1 )among v(j1)i+1 ; : : : ; v(jm)i+1 . Then there exists a polynomial t(Y ) = P0�`�kt(`)Y ` 2Pi[v(j1)i+1 ; : : : ; v(js)i+1 ][Y ] with the coe�cients t(`) 2 Pi[v(j1)i+1 ; : : : ; v(js)i+1 ], 0 � ` � k and t(0) 6� 0such that t(h(v(j1)i+1 ; : : : ; v(jm)i+1 )) � 0. Since we have proved that jt(0)j � (exp(i+1) p26)�1and by lemma 7 jt(`)j � exp(i+1) p26, 0 � ` � k for a suitable p26, we obtain thatjh(v(j1)i+1 ; : : : ; v(jm)i+1 )j � (1=2)(exp(i+1) p26)�2 and complete the proof of theorem 2 tak-ing into account that any element of the �eld Pi+1 can be represented as a quotienth(1)(v(j1)i+1 ; : : : ; v(jm)i+1 )=h(2)(v(j1)i+1 ; : : : ; v(jm)i+1 ) for some elements v(j1)i+1 ; : : : ; v(jm)i+1 2 Pi+1 eachsatisfying an equation of the type (1) and polynomials h(1); h(2) 2 Pi[Z1; : : : ; Zm].6. Deviation theorems for elementary sigmoids.By an elementary sigmoid with a depth d we mean a sigmoid like in the section 1 whereat the computational step (2) the gate function is either u = exp or u = log, in the lattercase we impose a requirement that (g1=g2)(w(1)i ; : : : ;X) is positive everywhere. Then thefunction w(j)i+1 satis�es an equation of the form (5) and therefore w(j)i+1 2 Pi+1. A functioncomputed by an elementary sigmoid is elementary (cf. [S]). A \standard" sigmoid ([MSS])is a particular case of an elementary one. Theorem 2 implies the following.Corollary 2. Let a function 0 6� f be computed by an elementary sigmoid with a depthd. Then for a certain polynomial p27 we have (exp(d) p27)�1 � jf j � exp(d) p27.The remarks similar to remarks 1, 2 and the remark about Blum-Shub-Smale modelfrom the section 1 are true also for the elementary sigmoids.Acknowledgements. The author would like to thank M. Singer for valuable remarksused in the proofs of lemmas 1, 5 and G. Schnitger for interesting discussions.
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