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#### Abstract

Let a system of linear ordinary differential equations of the first order $Y^{\prime}=A Y$ be given, where $A$ is $n \times$ $n$ matrix over a field $F(X)$, assume that the degree $\operatorname{deg}_{X}(A)<d$ and the size of any coefficient occuring in $A$ is at most $M$. The system $Y^{\prime}=A Y$ is called reducible if it is equivalent (over the field $\bar{F}(X)$ ) to a system $Y_{1}^{\prime}=A_{1} Y_{1}$ with a matrix $A_{1}$ of the form $$
A_{1}=\left(\begin{array}{ll} A_{1,1} & 0 \\ A_{2,1} & A_{2,2} \end{array}\right)
$$

An algorithm is described for testing irreducibility of the system with the running time $\exp \left(M\left(d 2^{n}\right)^{d 2^{n}}\right)$.


## Introduction

Let a system of linear ordinary differential equations of the first order be given

$$
\begin{equation*}
Y^{\prime}=A Y \tag{1}
\end{equation*}
$$

where $A=\left(a_{i, j} / a\right)$ is a $n \times n$ matrix over a field $F(X)$ and the polynomials $a_{i, j}, a \in F[X]$, here a field $F=$ $\mathbb{Q}\left(\delta_{1}, \ldots, \delta_{e}\right)[\eta]$ where the elements $\delta_{1}, \ldots, \delta_{e}$ are algebraically independent over $\mathbb{Q}$, the element $\eta$ is algebraic over the field $\mathbb{Q}\left(\delta_{1}, \ldots, \delta_{e}\right)$ and $\varphi(Z) \in \mathbb{Q}\left[\delta_{1}, \ldots, \delta_{e}\right][Z]$ is its minimal polynomial, lastly $Y=\left(y_{1}, \ldots, y_{n}\right)^{T}$ is the vector of unknowns. For a rational number $\alpha / \beta \in$ Q, where $\alpha, \beta$ are reciprocately prime, define its bit-size as $l(\alpha / \beta)=\left\lceil\log _{2}(|\alpha \beta|+2)\right\rceil$. Define bit-size $l(\varphi)$ as the maximal of bit-sizes of all rational coefficients occurring in $\varphi$ (cf. [CG 83], [Gr 86]). Assume that the degrees $\operatorname{deg}_{Z}(\varphi)<d_{1}, \operatorname{deg}_{\delta_{1}, \ldots, \delta_{c}}(\varphi)<d_{0}$ and $l(\varphi) \leq M$, then we say that $\varphi$ satisfies ( $d_{1}, d_{0}, M$ )-bound.

[^0]We suppose furthermore that the elements $a_{i, j}, a$ satisfy ( $d, d_{0}, M$ )-bound.

An algebraic closure $\bar{F}$ is regarded in sequel as a field of constants. One can deem that the field $\bar{F}$ is embedded in the field $\mathbb{C}$. Denote by $G=\operatorname{Gal}(A / \bar{F}(X))$ the differential Galois group of system (1) (see e. g. [Ka 57]). Let $V$ be a space of all solutions of system (1). It is well known that $V$ is $n$-dimensional space over the field $\bar{F}$; moreover if the vectors $v_{1}, \ldots, v_{s} \in V$ are linearly independent over $\bar{F}$ then $v_{1}, \ldots, v_{s}$ are also linearly independent over an arbitrary field ([CL 55]). The group $G$ acts on the vectors from $V$ componentwise. A subspace (here and further all the subspaces are considered over the field $\bar{F}) W \subset V$ is called invariant if $W$ is invariant under the action of $G$. We write the vectors from $V$ as columns.

Lemma 1 A subspace $W \subset V$ of dimension $k$ is invariant iff there exists $(n-k) \times n$ matrix $B$ of the rank $(n-k)$ with the entries from the field $\bar{\Gamma}(X)$ such that $B W=0$ (we call $B$ an annihilating matrix for $W$ ).

Proof: Assume the existence of the required ma$\operatorname{trix} B$. Consider a subspace $W^{\prime}=\{w \in V \mid B w=0\}$. Then $W^{\prime} \subset W$ and $W^{\prime}$ is invariant, on the other hand $\operatorname{dim}\left(W^{\prime}\right) \leq k$ since $r k(B)=n-k$, therefore $W^{\prime}=W$ and $W$ is invariant.

Conversely, suppose that $W$ is invariant. Following Proposition 1.5 ([BBH 88]) consider $n \times k$ matrix $\Omega$ with the columns constituting a certain basis of the space $W$. Pick out some nonsingular $k \times k$ submatrix $\omega$ of the matrix $\Omega$. For every element $g \in G$ there exists nonsingular $k \times k$ matrix $C_{g}$ with the entries from $\bar{F}$ such that the action of $g$ on $\Omega$ coincides with the right multiplying on $C_{g}$, i. e. $g \times \Omega=\Omega C_{g}$, henceforth $g \times \omega=$ $\omega C_{g}$. Therefore

$$
\begin{aligned}
g \times\left(\Omega \omega^{-1}\right) & =(g \times \Omega)\left(g \times \omega^{-1}\right) \\
& =\Omega C_{g} C_{g}^{-1} \omega^{-1} \\
& =\Omega \omega^{-1},
\end{aligned}
$$

thus all the entries of the matrix $\Omega \omega^{-1}$ belong to $\bar{F}(X)$. Henceforth, there exists $(n-k) \times n$ matrix $B$ over the field $\bar{F}(X)$ of the rank $(n-k)$, such that $B \Omega \omega^{-1}=$ 0 , q.e.d.

System (1) is said to be equivalent to a system $Y_{1}^{\prime}=$ $A_{1} Y_{1}$ if there exists a nonsingular $n \times n$ matrix $B_{1}$ over $\bar{F}(X)$ such that for the space $V_{1}$ of the solutions to the system $Y_{1}^{\prime}=A_{1} Y_{1}$ holds $V_{1}=B_{1} V$; then $A_{1}=$ $B_{1}^{\prime} B_{1}^{-1}+B_{1} A B_{1}^{-1}$. One can show that an invariant $k$ dimensional subspace $W \subset V$ exists iff there is a system $Y_{1}^{\prime}=A_{1} Y_{1}$ equivalent to (1) such that the matrix $A_{1}$ has a block-lowertriangular form

$$
A_{1}=\left(\begin{array}{cc}
A_{1,1} & 0  \tag{2}\\
A_{2,1} & A_{2,2}
\end{array}\right)
$$

where $A_{2,2}$ is $k \times k$ matrix. Indeed, if $A_{1}$ has a form (2) then we can consider $k$-dimensional space $\tilde{W}_{1}$ of the solutions of the system $\tilde{Y}_{1}^{\prime}=A_{2,2} \tilde{Y}_{1}$. Then the space $W_{1}$ consisting of all the vectors with $n$ coordinates, obtained from the vectors of the space $\tilde{W}_{1}$ by padding zeroes as the first $(n-k)$ coordinates, is a subspace $W_{1} \subset V_{1}$. Furthermore, for $(n-k) \times n$ ma$\operatorname{trix} B_{0}=(E 0)$, where $E$ is unit $(n-k) \times(n-k)$ matrix, holds $B_{0} W_{1}=0$, whence Lemma 1 implies that $W_{1}$ is an invariant $k$-dimensional subspace. Then $W=B_{1}^{-1} W_{1} \subset V$ is an invariant $k$-dimensional subspace.

Conversely, let $W \subset V$ be an invariant $k$-dimensional subspace and $B$ be an annihilating $(n-k) \times n$ matrix. Consider an arbitrary nonsingular $n \times n$ matrix $B_{1}$ of the form $B_{1}=\binom{B}{B_{2}}$ with the entries from $\bar{F}(X)$. Then the space $B_{1} W \subset B_{1} V=V_{1}$ is contained in the subspace of the vectors with vanishing first ( $n-k$ ) coordinates. Since the derivative $\left(B_{1} W\right)^{\prime}$ is also contained in the latter subspace, the matrix $A_{1}$ has the form (2) that was to be proved. System (1) is called irreducible iff $V$ has no proper invariant subspace.

The main statement of the paper is the following
Theorem There is an algorithm recognizing irreducibility of a system (1) and constructing an annihilating matrix $B$, provided (1) is reducible, such that

$$
\operatorname{deg}_{X}(B) \leq N \leq \exp \left(\left(M+d_{0} e\right)\left(d 2^{n}\right)^{O\left(d 2^{n}\right)} d_{1}^{O\left(2^{n}\right)}\right)
$$

Moreover, the algorithm produces a field

$$
F_{1} \simeq \mathbb{Q}\left(\delta_{1}, \ldots, \delta_{e}\right)[Z] /\left(\varphi_{1}\right) \supset F
$$

being a finite extension of $F$, by means of specifying an irreducible polynomial $\varphi_{1} \in \mathbb{Q}\left[\delta_{1}, \ldots, \delta_{e}\right][Z]$, such that every entry of $B$ belongs to $F_{1}(X)$. Besides, $\varphi_{1}$ and $B$ satisfy $\left(d_{1}(N d n)^{O\left(n^{2}\right)}, d_{0}\left((N d n)^{n^{2}} d_{1}\right)^{O(1)},(M+\right.$
$\left.\left.d_{0} e\right)\left((N d n)^{n^{2}} d_{1}\right)^{O(1)}\right)$ - bounds. Furthermore, the running time of the algorithm does not exceed a suitable polynomial in $M,\left((N d n)^{n^{2}} d_{1} d_{0}\right)^{n^{2}+e}$.

## Remark:

1. By virtue of the shown beforehand one can yield a system $Y_{1}^{\prime}=A_{1} Y_{1}$ equivalent to (1) whose matrix $A_{1}$ has the form (2) with the bounds on $A_{1}$ and time-bounds as in the theorem.
2. The theorem generalizes the result [Gr 90] where an algorithm for factoring a linear differential operator is designed, for the case of a system of linear differential equations of the first order. Similar to [ Gr 90 ] one can produce a system $Y_{0}^{\prime}=A_{0} Y_{0}$ equivalent to (1) having a block-lowertriangular form

$$
A_{0}=\left(\begin{array}{cccc}
A_{1,1} & & & \\
A_{2,1} & A_{2,2} & 0 & \\
\vdots & & \ddots & \\
A_{s, 1} & \ldots & & A_{s, s}
\end{array}\right)
$$

where $s$ is the maximal possible, i. e. for each $1 \leq i \leq s$ the system $Y_{i}^{\prime}=A_{i, i} Y_{i}$ of the size $k_{i}$ is irreducible. Observe that the set of integers $\left\{k_{1}, \ldots, k_{s}\right\}$ is uniquely determined, since these numbers are the dimensions of the factors of Jordan-Gölder tower of $G$-mindule $V$ ([La 65]).

Notice that if system (1) is irreducible then it satisfies, in particular, the Siegel normality condition ([BBH 88]), which was involved by him for yielding the families of algebraically independent numbers.

Briefly about the further contents of the paper. In section 1 the problem of estimating the degree of an annihilating matrix $\operatorname{deg}_{X}(B)$ (see Lemma 1) is reduced to the same problem in one-dimensional case $\operatorname{dim}(W)=1$ involving the construction of the exterior $k$-th power of system (1). In section 2 a bound on $\operatorname{deg}_{X}(B)$ is ascertained for one-dimensional case based on the bounds for the factors of a linear ordinary differential operator achieved in sections $1,2([\operatorname{Gr} 90])$. In the last seclion 3 a reduction of recognizing irreducibility of system (1) to solving an appropriate system of polynomial equations of a special form, regarded in section 3 ( $[\mathrm{Gr} 90]$ ) by designing an algorithm for factoring a linear differential operator is made.

## 1 Reduction of estimating the degree of annihilating matrix to one-dimensional case

We describe the construction of $p$-th exterior power $\bigwedge^{p}(A)$ of system (1), $1 \leq p \leq n$, namely a system
of linear differential equations of the first order, with the space of solutions being isomorphic to $\Lambda^{p}(V)$. System $\Lambda^{p}(A)$ has a size $\binom{n}{p}$, the vector of unknowns $Z=\left(\left\{z_{I}\right\}_{I=\left(i_{1}, \ldots, i_{p}\right)}\right)^{T}$ where $z_{I}$ can be written in a form $z_{I}=y_{i_{1}} \wedge \ldots \wedge y_{i_{p}}, 1 \leq i_{1}<\ldots<i_{p} \leq n$ (recall that $Y=\left(y_{1}, \ldots, y_{n}\right)^{T}$ is the vector of unknowns of system (1)). Denote by $A^{(i)} i$-th row of the matrix $A$. Calculate the derivative $z_{I}^{\prime}=y_{i_{1}}^{\prime} \wedge y_{i_{2}} \wedge . . \wedge y_{i_{p}}+y_{i_{1}} \wedge y_{i_{2}}^{\prime} \wedge \ldots$ $\wedge y_{i_{p}}+\ldots+y_{i_{1}} \wedge \ldots \wedge y_{i_{p}}^{\prime}=\left(A^{\left(i_{1}\right)} Y\right) \wedge y_{i_{2}} \wedge \ldots$ $\wedge y_{i_{p}}+y_{i_{1}} \wedge\left(A^{\left(i_{2}\right)} Y\right) \wedge \ldots \wedge y_{i_{p}}+\ldots+y_{i_{1}} \wedge \ldots \wedge\left(A^{\left(i_{p}\right)} Y\right)$ $=\sum_{J} \alpha_{I, J} z_{J}$. Here in the last equality the usual rule of signs alternating by permutation of multipliers in the exterior product is applied. Then we set a matrix of the system $\wedge^{p}(A)$ to be equal to $\left(\alpha_{I, J}\right)_{I, J}$.

One can show that the space of solutions of the system $\Lambda^{p}(A)$ coincides with $\bigwedge^{p}(V)$. Indeed, it suffices to check up that any vector from $\Lambda^{p}(V)$ satisfies the system $\Lambda^{p}(A)$, since $\operatorname{dim} \bigwedge^{p}(V)=\binom{n}{p}$. Let $u_{1}, \ldots, u_{p} \in$ $V$ and consider $n \times p$ matrix $U$ whose columns are $u_{1}, \ldots, u_{p}$, denote its rows by $u^{(1)}, \ldots, u^{(n)}$. Then the coordinate of the vector $u_{1} \wedge \ldots \wedge u_{p} \in \wedge^{p}(V)$, corresponding to $z_{I}$ equals to $\operatorname{det}\left(u^{\left(i_{1}\right)}, \ldots, u^{\left(i_{p}\right)}\right)$. Taking into account an equality $\left(\operatorname{det}\left(u^{\left(i_{1}\right)}, \ldots, u^{\left(i_{p}\right)}\right)\right)^{\prime}=$ $\operatorname{det}\left(\left(u^{\left(i_{1}\right)}\right)^{\prime}, u^{\left(i_{2}\right)}, \ldots, u^{\left(i_{p}\right)}\right)+\operatorname{det}\left(u^{\left(i_{1}\right)},\left(u^{\left(i_{2}\right)}\right)^{\prime}, \ldots\right.$, $\left.u^{\left(i_{1}\right)}\right)+\ldots+\operatorname{det}\left(u^{\left(i_{1}\right)}, \ldots,\left(u^{\left(i_{p}\right)}\right)^{\prime}\right)=\operatorname{det}\left(A^{\left(i_{1}\right)} U, u^{\left(i_{2}\right)}\right.$, $\left.\ldots, u^{\left(i_{p}\right)}\right)+\operatorname{det}\left(u^{\left(i_{1}\right)}, A^{\left(i_{2}\right)} U, \ldots, u^{\left(i_{p}\right)}\right)+\ldots+\operatorname{det}\left(u^{\left(i_{1}\right)}\right.$, $\left.\ldots, A^{\left(i_{p}\right)} U\right)$, we deduce the required statement. Observe that the matrix $\left(\alpha_{1, J}\right)$ satisfies $\left(d, d_{0}, M+\log _{2} p\right)$ bound.

Lemma 2 Let $W \subset V$ be an invariant subspace for system (1). Then $\bigwedge^{p}(W) \subset \bigwedge^{p}(V)$ is also an invariant subspace for the system $\bigwedge^{p}(A)$.

Proof: One can assume w.l.o. g. (permuting columns and rows in the initial matrix $A$ if necessary) that the columns $B_{k+1}, \ldots, B_{n}$ of the annihilating matrix $B$ of the subspace $W$ constitute a basis over the field $\bar{F}(X)$ of the space of all its columns. Then for the rows $\Omega^{(j)}, k+1 \leq j \leq n$ of the matrix $\Omega$ (see the proof of Lemma 1) hold $\bar{\Omega}^{(j)}=\sum_{1 \leq i \leq k} p_{j, i} \Omega^{(i)}$ for the suitable $p_{j, i} \in \bar{F}(X)$. Therefore the rows of $\binom{n}{p} \times\binom{ k}{p}$ matrix $\Lambda^{p}(\Omega)$, whose columns being the exterior products of all possible subsets of $p$ columns among the columns of the matrix $\Omega$, are linear over $\bar{F}(X)$ combinations of the rows of the matrix $\Lambda^{p}(\Omega)$ which correspond to the coordinates $z_{J}$ for all $I=\left(i_{1}, \ldots, i_{p}\right)$ where $1 \leq i_{1}<$ $\ldots<i_{p} \leq k$. Henceforth, there exists an annihilating $\left(\binom{n}{p}-\binom{k}{p}\right) \times\binom{ n}{p}$ matrix $\bar{B}$ with the entries from $\bar{F}(X)$ with the rank $\binom{n}{p}-\binom{k}{p}$ such that $\vec{B} \wedge^{p}(\Omega)=0$, i. e. $\bar{B} \Lambda^{p}(W)=0$. This and Lemma 1 entail that $\Lambda^{p}(W)$ is invariant, q. e. d.

Remark: In the case $\left.p=k\left(\binom{n}{k}-1\right) \times\binom{ n}{k}\right)$ matrix $\bar{B}$ has the rank $\binom{n}{k}-1$, therefore for each pair
$1 \leq i \leq k, k+1 \leq j \leq n$ one can find a linear over $\bar{F}(X)$ combination of the rows of $\bar{B}$ which equals to a vector with exactly two nonlinear coordinates, corresponding to the multiindices $(1, \ldots, k)$ and $(1, \ldots, i-1, i+1, \ldots, k, j)$. Then the quotient of these two coordinates equals to $p_{j, i}$. Henceforth, for estimating $\operatorname{deg}_{X}\left(p_{j, i}\right)$ it suffices to estimate $\operatorname{deg}_{X}(\bar{B})$. On the other hand as an annihilating matrix for $W$ one can take $(n-k) \times n$-matrix $\left(\left(p_{j, i}\right)_{k+1 \leq j \leq n, 1 \leq i \leq k} E\right)$ where $E$ is the unit $(n-k) \times(n-k)$ matrix. Thus, we have reduced the problem of estimating the degree (with respect to $X$ ) of an annihilating matrix to the problem of estimating $\operatorname{deg}_{X}(\bar{B})$ for annihilating matrix of onedimensional subspace $\bigwedge^{k}(W)$.

## 2 A bound on the degree of an annihilating matrix in one-dimensional case

Assume in this section that $\operatorname{dim} W=1$ and $0 \neq$ $\left(w_{1}, \ldots, w_{n}\right)^{T} \in W$. For any $g \in G$ holds $g \times w=$ $c_{g} w$ for an appropriate $c_{g} \in \bar{F}$, therefore $w_{i}^{\prime} / w_{i} \in$ $\tilde{F}(X), 1 \leq i \leq n$ (see [Si 81], also [Gr 90]). On the other hand for each $1 \leq i \leq n$ one can easily yield a linear ordinary differential operator $R_{i} \in F\left[X, \frac{d}{d X}\right]$, such that $R_{i} w_{i}=0$ (cf. [Gr 90]). Indeed, it is possible to express successively the derivatives

$$
w_{i}^{\prime}=A^{(i)} w, w_{i}^{\prime \prime}=\left(A^{(i)}\right)^{\prime} w+A^{(i)} A w, \ldots
$$

So the $s$-th derivative

$$
w_{i}^{(s)}=\mathcal{A}^{(s)} w, s \geq 1
$$

for the suitable vectors $\mathcal{A}^{(s)} \in(F(X))^{n}$ and $\mathcal{A}^{(s)}$ satisfies $\left(s d, s d_{0},\left(M+e d_{0}+\log n\right)\left(s d d_{1}\right)^{O(1)}\right)$-bound (cf. [CG 83]). Henceforth, there exists a vector

$$
0 \neq r=\left(r_{0}, \ldots, r_{n}\right) \in(F[X])^{n+1}
$$

for which $\sum_{0 \leq s \leq n} r_{s} \mathcal{A}^{(s)}=0$ and $r$ satisfies $\left(d n^{2}, d_{0} n^{2},\left(M+e d_{0}\right)\left(d d_{1} n\right)^{O(1)}\right)$-bound. Then we set

$$
R_{i}=\sum_{0 \leq s \leq n} r_{s} \frac{d^{s}}{d X^{s}} .
$$

Whence in force of Lemma 6 ( $[\mathrm{Gr} 90]$ ) for the rational function $w_{i}^{\prime} / w_{i}$ the following bourds are fulfilled: $\operatorname{deg}_{X}\left(w_{i}^{\prime} / w_{i}\right), \sum_{\gamma \in \bar{F}} \exp \left(l\left(\operatorname{res}_{\gamma}\left(w_{i}^{\prime} / w_{i}\right)\right)\right) \leq N_{0} \leq$ $\exp \left(\left(M+e d_{0}\right)\left((d n)^{d n^{2}} d_{1}^{n}\right)^{O(1)}\right)$, where $l\left(\operatorname{res}_{\gamma}\left(w_{i}^{\prime} / w_{i}\right)\right)$ denotes the bit-size (see beginning of the introduction)
of the residue in the point $\gamma \in \bar{F}$ of the rational function $w_{i}^{\prime} / w_{i}$, herewith the bit-size is considered in a relevant field $\tilde{F}$, produced in Lemma 6 ( $[\mathrm{Gr} 90]$ ), being a finite extension of $F$, such that $\operatorname{res}_{\gamma}\left(w_{i}^{\prime} / w_{i}\right) \in \tilde{F}$ for all $1 \leq i \leq n, \gamma \in \bar{F}$; finally, the summation ranges over all the points $\gamma \in \bar{F}$.

Moreover, for a decomposition in a sum of partial fractions

$$
w_{i}^{\prime} / w_{i}=q_{i}+\sum_{j} m_{i, j}\left(X-\beta_{i, j}\right)^{-1}+S_{i}
$$

where $q_{i} \in \bar{F}[X]$ and in $S_{i}$ occur only the powers $(X-\beta)^{-\kappa}$ with $\kappa \geq 2$, hold the bounds $\operatorname{deg}\left(q_{i}\right)$, $\sum_{j} \exp \left(l\left(m_{i, j}\right)\right) \leq N_{0}$ (see [Si 81], [Gr 90]). Lemma 1 implies that $w_{i_{1}} / w_{i_{2}} \in \bar{F}(X)$ for all $1 \leq i_{1}, i_{2} \leq n$. Therefore $w_{i_{1}} / w_{i_{2}}=\exp \int\left(\sum_{j_{1}} m_{i_{1}, j_{1}}\left(X-\beta_{i_{1}, j_{1}}\right)^{-1}\right.$ $\left.-\sum_{j_{2}} m_{i_{2}, j_{2}}\left(X-\beta_{i_{2}, j_{2}}\right)^{-1}\right)=\prod_{j_{1}}\left(X-\beta_{i_{1}, j_{1}}\right)^{m_{i_{1}, j_{1}}}$ $\prod_{j_{2}}\left(X-\beta_{i_{2}, j_{2}}\right)^{-m_{i_{2}, j_{2}}}$.

If $\beta_{i_{1}, j_{1}}=\beta_{i_{2}, j_{2}}$ for some $j_{1}, j_{2}$ then the number $m_{i_{1}, j_{1}}-m_{i_{2}, j_{2}}$ is an integer. Henceforth, $\operatorname{deg}_{X}\left(w_{i_{1}} / w_{i_{2}}\right)$ $\leq 2 N_{0}$. Thus, the following Lemma is proved.

Lemma 3 Let $W \subset V$ be one-dimensional invariant subspace for system (1). There exists an annihilating $(n-1) \times n$ matrix $\bar{B}$ of the rank $n-1$ over the field $\bar{F}(X)$ such that

$$
\operatorname{deg}_{X}(\bar{B}) \leq \exp \left(\left(M+e d_{0}\right)\left((d n)^{d n^{2}} d_{1}^{n}\right)^{O(1)}\right)
$$

Corollary Let $W \subset V$ be $k$-dimensional invariant subspace for system (1). There exists an annihilating $(n-k) \times n$ matrix $B$ of the rank $n-k$ over $\bar{F}(X)$ such that $\operatorname{deg}_{X}(B) \leq \exp \left(\left(M+e d_{0}\right)\left(\left(d 2^{n}\right)^{d 2^{2 n}} d_{1}^{2^{n}}\right)^{O(1)}\right)$.

The corollary follows from Lemmas 2, 3 with the help of the remark after Lemma 2, taking into account the inequality $\binom{n}{k}<2^{n}$.

## 3 Recognizing irreducibility of a linear system

Fix a certain $1 \leq k<n$ and find out, whether there exists an invariant subspace $W \subset V$ of the dimension $k$. One can deem w.l.o. g. that a corresponding annihilating matrix $B$ (after an appropriate columns permutating) has a trapezium form

$$
\left(\begin{array}{cccc}
b_{1} & & 0 &  \tag{3}\\
& \ddots & & \left(b_{i, j}\right) \\
0 & & b_{n-k} &
\end{array}\right)
$$

where $b_{i}, b_{i, j} \in \bar{F}[X]$ and $\operatorname{deg}_{X}\left(b_{i}\right), \operatorname{deg}_{X}\left(b_{i, j}\right) \leq N$, where $N$ satisfies a bound of the same type as in the
corollary to Lemma 3. Then in $n \times k$ matrix $\Omega=\left(w_{i, j}\right)$ of the rank $k$ its $k \times k$ submatrix, consisting of the last $k$ rows, is nonsingular (see the introduction). Thus, the existence of the subspace $W \subset V$ is equivalent to the existence of an annihilating matrix $B$ of the form (3). Later on we reformulate the latter condition in terms of solvability of a suitable system of polynomial equations and inequalities.

We assume for conveniency of notations that $\operatorname{deg}_{X}\left(b_{i}\right)=N, \operatorname{deg}_{X}\left(b_{i, j}\right) \leq 2 N, 1 \leq i \leq n-k$, $n-k+1 \leq j \leq n$ and that the leading coefficients $l c_{X}\left(b_{i}\right)=1,1 \leq i \leq n-k$ multiplying if necessary the rows of the matrix $B$ by appropriate monomials in the variable $X$. Write down $b_{i}=X^{N}+\sum_{0 \leq s<N} b_{i}^{(s)} X^{s}$, $b_{i, j}=\sum_{0 \leq s<2 N} b_{i, j}^{(s)} X^{s}, 1 \leq i \leq n-k<j \leq n$ where $b_{i}^{(s)}, b_{i, j}^{(s)}$ are some indeterminates. Introduce one more indeterminate $c$ and impose on it the requirement $a(c) \neq 0$ (see (1)). Then (considering $c$ as an element of the field $\bar{F}$, we'll do it sometimes and sometimes we consider $c$ as an indeterminate, it would not confuse us) the point $c$ is regular for system (1), and one write a regular solution $y=\sum_{i \geq 0} y^{(i)}(X-c)^{i}$, where $y^{(i)} \in \bar{F}^{n}$ and the vector $y^{(0)} \neq 0$ can be chosen in an arbitrary way ([CL 55]). Represent the matrix $A=\sum_{i \geq 0} A^{(i)}(X-c)^{i}$ where the entries of $A^{(i)}$ belong to the field $F(c)$ and satisfy $\left(d i, d_{0} i d_{1}^{O(1)}\left(M+e d_{0}+d+\right.\right.$ $\left.n) i d_{1}^{O(1)}\right)$-bounds. Furthermore

$$
y^{(i)}=i^{-1} \sum_{0 \leq j \leq i-1} A^{(j)} y^{(i-j-1)}=P^{(i)} y^{(0)}
$$

where $P^{(i)}$ is a matrix over $F(c)$ with the entries satisfying $\left(d i, d_{o} i d_{1}^{O(1)},\left(M+e d_{0}+d+n\right)\left(i d_{1}\right)^{O(1)}\right)$-bounds, this can easily be proved by induction on $i$.

Introduce, lastly more $k n$ indeterminates $y_{1,1}^{(0)}, \ldots$, $y_{1, n}^{(0)}, \ldots, y_{k, 1}^{(0)}, \ldots, y_{k, n}^{(0)}$ for the coordinates of the vectors $y_{1}^{(0)}, \ldots, y_{k}^{(0)}$ respectively, and for each of these vectors $y_{j}^{(0)}$ the algorithm yields $n$ first terms of expanding in series of a solution $z_{j}=\sum_{i \geq 0} y_{j}^{(i)}(X-c)^{i}$ of system (1). Impose the condition of linear independency over $\bar{F}$ of the vectors $y_{1}, \ldots, y_{k}$. This is equivalent (taking into account that $c$ is a regular point for system (1), see [CL 55]) to the condition that $n \times k$ matrix, constituted from the vectors $y_{1}^{(0)}, \ldots, y_{k}^{(0)}$, has the rank $k$ (the algorithm tests the latter condition looking over all $k \times k$ submatrices of this matrix). Let $y_{1}, \ldots, y_{k}$ span over $\bar{F}$ a subspace $W$.

Finally, we have to impose the condition $B W=0$. For the time being fix some row $B^{(m)}, 1 \leq m \leq$ $n-k$ of the matrix $B$. The algorithm produces a linear ordinary differential operator $0 \neq Q_{m} \in F\left[b_{m}^{(0)}\right.$,
$\ldots, b_{m}^{(N-1)}, b_{m, n-k+1}^{(0)}, \cdots, b_{m, n-k+1}^{(2 N)}, \cdots, b_{m, n}^{(0)}, \ldots$, $\left.b_{m, n}^{(2 N)}\right]\left[X, \frac{d}{d X}\right]$ of the order at most $n$, such that for any solution $y=\left(y_{1}, \ldots, y_{n}\right)^{T}$ of system (1) holds $Q_{m}\left(B^{(m)} y\right)=0$. Indeed, expressing successively the derivatives $\left(B^{(m)} y\right)^{\prime}=\left(B^{(m)}\right)^{\prime} y+B^{(m)} A y,\left(B^{(m)} y\right)^{\prime \prime}=$ $\left(\left(B^{(m)}\right)^{\prime}+B^{(m)} A\right)^{\prime} y+\left(\left(B^{(m)}\right)^{\prime}+B^{(m)} A\right) A y, \ldots$ we conclude that $s$-th derivative $\left(B^{(m)} y\right)^{(s)}=t^{(s)} y, s \geq 1$ for a suitable vector $t^{(s)} \in\left(F\left[b_{m}^{(0)}, \ldots, b_{m}^{(N-1)}, b_{m, n-k+1}^{(0)}, \ldots\right.\right.$, $\left.\left.b_{m, n-k+1}^{(2 N)}, \ldots, b_{m, n}^{(0)}, \ldots, b_{m, n}^{(2 N)}\right](X)\right)^{n}$ satisfying the following bounds:

$$
\begin{aligned}
& \operatorname{deg}_{X}\left(t^{(s)}\right) \leq N+d s \\
& \operatorname{deg}_{b_{m}^{(0)}, \ldots, b_{m, n}^{(2 N)}}^{\left(t^{(s)}\right) \leq 1} \\
& \operatorname{deg}_{\delta_{1}, \ldots, \delta_{e}}\left(t^{(s)}\right) \leq d_{0} s d_{1}^{(O(1))}, \\
& l\left(t^{(s)}\right) \leq\left(M+e d_{0}+\log N+d+n\right)\left(d_{1} s\right)^{O(1)}
\end{aligned}
$$

which one can ascertain by induction on $s$. There exist polynomials $q_{m}^{(0)}, \ldots, q_{m}^{(n)} \in F\left[b_{m}^{(0)}, \ldots, b_{m}^{(N-1)}\right.$, $\left.b_{m, n-k+1}^{(0)}, \ldots, b_{m, n-k+1}^{(2 N)}, \ldots, b_{m, n}^{(0)}, \ldots, b_{m, n}^{(2 N)}\right][X]$ such that $\sum_{0 \leq s \leq n} q_{m}^{(s)} t^{(s)}=0$, then set an operator $Q_{m}=$ $\sum_{0 \leq s \leq n} q_{m}^{(s)} \frac{d^{*}}{d X^{s}}$ and applying the well known bounds on the size of the determinant (see e. g. [CG 83]) we get the following bounds:

$$
\begin{aligned}
& \operatorname{deg}_{X}\left(Q_{m}\right) \leq(N+d n) n, \operatorname{deg}_{b_{m}^{(0)}, \ldots, b_{m, n}^{(2 N)}}\left(Q_{m}\right) \leq n, \\
& \operatorname{deg}_{\delta_{1}, \ldots, \delta_{c}}\left(Q_{m}\right) \leq d_{0} n^{2} d_{1}^{O(1)} \\
& l\left(Q_{m}\right) \leq\left(M+e d_{0}+\log N+d\right)\left(n d_{1}\right)^{)(1)}
\end{aligned}
$$

Impose also the requirement that the point $c$ is a regular for the operators $Q_{1}, \ldots, Q_{n-k}$, namely write down the inequalities $l_{\frac{d}{d X}}\left(Q_{m}\right)(c) \neq 0,1 \leq m \leq n-k$.

Thereupon the algorithm yields the first $n$ terms of the expansions of each of regular functions

$$
B^{(m)} y_{j}=\sum_{i \geq 0} \xi_{j, i}^{(m)}(X-c)^{i}, 1 \leq m \leq n-k, 1 \leq j \leq k,
$$

where $\xi_{j, i}^{(m)} \in F\left[b_{m}^{(0)}, \ldots, b_{m}^{(N-1)}, b_{m, n-k+1}^{(0)}, \ldots\right.$, $\left.b_{m, n-k+1}^{(2 N)}, \ldots, b_{m, n}^{(0)}, \ldots, b_{m, n}^{(2 N)}\right]\left[y_{j, 1}^{(0)}, \ldots, y_{j, n}^{(0)}\right](c)$ for $i<n$ satisfy the following bounds:

$$
\begin{aligned}
& \operatorname{deg}_{b_{m}^{(0)}, \ldots, b_{m, n}^{(2 N)}}\left(\xi_{j, i}^{(m)}\right) \leq 1 \\
& \operatorname{deg}_{j_{j, 1}^{(0)}, \ldots, y^{(0)}}^{(0)}\left(\xi_{j, i}^{(m)}\right) \leq 1 \\
& \operatorname{deg}_{c}\left(\xi_{j, i}^{(m)}\right) \leq N+d n \\
& \operatorname{deg}_{\delta_{1}, \ldots, \delta_{e}}\left(\xi_{j, i}^{(m)}\right) \leq d_{0} n d_{1}^{O(1)}, \\
& l\left(\xi_{j, i}^{(m)}\right) \leq\left(M+e d_{0}+d+N\right)\left(d_{1} n\right)^{(O(1)}
\end{aligned}
$$

taking into account obtained beforehand bounds for the entries of the matrices $P^{(i)}$. Observe that if the equalities $\xi_{j, i}^{(m)}=0$ are fulfilled for all $0 \leq i<n$ then $B^{(m)} y_{j}=0$, since the point $c$ is regular for the operator $Q_{m}$ (see [CL 55] and also the corollary to Lemma 7 in [Gr 90]). Thus the following Lemma is proved similar to Lemma 8 in [Gr 90]).

Lemma 4 System (1) has an invariant $k$-dimensional subspace $W \subset V$ of solutions iff there exists an annihilating matrix $B$ of the form (3) (after a suitable columns permutation) over the ring $\bar{F}[X]$ of the degree at most $2 N$, besides that there exists $n \times k$ matrix $\left(y_{1}^{(0)}, \ldots, y_{k}^{(0)}\right)^{T}$ over the field $\bar{F}$ with the rank $k$ and lastly there exists a point $c \in \bar{F}$, such that $a(c) \neq 0$, $l c_{\frac{d}{d X}}\left(Q_{m}\right)(c) \neq 0,1 \leq m \leq n-k$ for which the following equalities are valid:

$$
\begin{equation*}
\xi_{j, i}^{(m)}=0,1 \leq m \leq n-k, 1 \leq j \leq k, 0 \leq i<n \tag{4}
\end{equation*}
$$

To the system (4) we apply the same procedure as in [Gr 90] was applied to system 6, taking into account that system (4) is linear with respect to the family of all the indeterminates $b_{m}^{(s)}, b_{m, l}^{(s)}$ and considering the indeterminates $y_{j, t}^{(0)}, c$ as the parameters. The procedure from [Gr 90] allows to solve system (4) in a parametrical form, and after that to find out, whether among its solutions there is one satisfying the inequalities contained in the formulation of Lemma 4. One can complete the proof of the Theorem (see the introduction) by the same complexity analysis of the algorithm as in [Gr 90].
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