
Testing Shift-Equivalence of Polynomials Using Quantum MachinesD. Grigoriev1Department of Computer Science &Department of MathematicsPenn State UniversityUniversity Park, PA 16802 USAemail: dima@cse.psu.eduThe polynomials f; g 2 F [X1; : : : ;Xn] are called shift-equivalent if there exists a shift (�1; : : : ; �n) 2 Fn such thatf(X1 + �1; : : : ; Xn + �n) = g. The algorithms in threedi�erent cases are designed which produce the set of all shift-equivalences of f; g in polynomial time, herewith in the caseof a1. zero-characteristics �eld F the designed algorithm isdeterministic;2. prime residue �eld F = Fp and a reduced polynomialf , i.e. degXi(f) � p � 1, 1 � i � n, the algorithm israndomized;3. �nite �eld F = Fq of the characteristic 2 the algorithmis quantum. For an arbitrary �nite �eld Fq a quantummachine is designed which computes the group of allshift-self-equivalences of f , i.e. (�1; : : : ; �n) 2 Fnq suchthat f(X1 + �1; : : : ;Xn + �n) = f .1 IntroductionIn the paper we deal with the problem of testing, whethertwo given polynomials f; g 2 F [X1; : : : ;Xn] are shift-equivalent,i.e. there exists a shift �1; : : : ; �n such that f(X1+�1; : : : ;Xn+�n) = g. The issue of considering polynomials up to theshifts appeared already in the context of the interpolationof shifted-sparse polynomials (see [8, 10, 7]), namely, thepolynomials which become sparse after a suitable shift.We present the algorithms for computing the group Sf;fof the shifts (�1; : : : ; �n) such that f(X1 + �1; : : : ;Xn +�n) = f and for testing, whether the set Sf;g of the shifts(�1; : : : ; �n) for which f(X1+ �1; : : : ;Xn+ �n) = g is non-empty (in the latter case Sf;g = (�1; : : : ; �n)+ Sf;f and thealgorithm yields a certain (�1; : : : ; �n) 2 Sf;g). The natureand the complexity of the algorithms drastically depends onthe characteristic of the ground �eld F . For the characteris-tic zero we design in the section 2 a deterministic algorithmfor testing shift-equivalence which has a polynomial timecomplexity, if the degree of f grows slower than n.1Supported by NSF grant CCR-9424358.

For the positive characteristic p when F = Fp is the�eld of residues mod p and the polynomial f is reduced, i.e.the degree with respect to each variable degXi(f) � p � 1,1 � i � n, we design in the section 3 a randomized algorithmfor testing shift-equivalence which has a polynomial running-time, if p grows slower than a certain polynomial in n=d.For an arbitrary �nite ground �eld F and the degree of fwe design in the section 4 a quantum machine (for this com-putational model and the background see e.g. [1, 13, 14, 16])which computes the group Sf;f . Observe that the developedin the section 4 methods actually allow one to design a quan-tum machine which for a given action of an abelian group ona �nite set, computes the stabilizator subgroup of a givenelement from the set (as the author recently learned, theproblem of computing the stabilizator subgroup by a quan-tum machine was also solved in [17] with a better complexitybound). In [18] a quantum machine was constructed whichallows one to test, whether a given function has a hidden lin-ear structure, or to �nd the period of a periodic univariatefunction with small preimages (the latter result generalizes[13]). The method exhibited in the section 4 has a com-mon point with [18] in applying the Fourier transform tothe similar initial con�gurations (actually, this idea rises to[14]), but it is easier since it does not use the uniqueness ofa hidden linear structure and estimations of the amplitudesas in [18], but rather exploites the duality of Sf;f with itsgroup of characters.When the characteristic of F is 2 we design a quantummachine which computes Sf;g . Moreover, if the abeliangroup being a direct product of cyclic groups each of theorder 2 acts on a �nite set, one can design a quantum ma-chine, which tests, whether two elements from the set lie inthe same orbit of the action of the group. It seems to bean open question, whether one could solve the latter prob-lem by a quantum machine over a �nite �eld of an arbi-trary characteristics. The designed quantum machines runin polynomial time, if p grows slower than a certain polyno-mial in the input size � n+ dd � (being the number of thecoe�cients of f).Now we formulate the main result of the paper.Theorem 1) Let f; g 2 Q[X1; : : : ;Xn], deg(f);deg(g) �d and the bit-size of the coe�cients of f; g be less than M .A (deterministic) algorithm is designed which �nds a ba-sis (over C) v1; : : : ; vk 2 Qn of the linear space Sf;f � Cnof all the shift-selfequivalences of f . Moreover, the algo-rithm tests, whether the set of all shift-equivalences Sf;g �C is nonempty and in the later case produces an element1



(�1; : : : ; �n) 2 Sf;g \ Qn. The running time of the algo-rithm can be bounded by (M(dn)d)O(1).2) Let f; g 2 Fp[X1; : : : ;Xn] for a prime p, the degreesdeg(f), deg(g) � d and degXi(f), degXi (g) � p � 1, 1 �i � n. A randomized algorithm is designed which �nds abasis over Fp of the linear space Sf;f � Fnp . Moreover, thealgorithm tests, whether Sf;g 6= ; and in the latter caseproduces an element (�1; : : : ; �n) 2 Sf;g . The running timeof the algorithm does not exceed (pd� n+ dd �)O(1).3) Let f; g 2 Fpm [X1; : : : ;Xn], the degrees deg(f);deg(g)� d. A quantum machine is designed which �nds a basis overFp of Sf;f � (Fpm)n. Moreover, when the �elds character-istics p = 2, a quantum machine is designed which computesSf;g � (F2m )n in the form similar to 2). The running timesof the quantum machines are less than (pm� n + dd �)O(1).2 Testing shift-equivalence of polynomials overzero-characteristic �eld: deterministic algorithmLet f; g 2 Q[X1; : : : ;Xn] be two polynomials with deg(f),deg(g) � d and with the size of rational coe�cients less thanM . Actually, one could consider the coe�cients of f; g froma larger (say, algebraic number) �eld, but we stick with therational coe�cients just for simplifying the bounds on thesize of the output data.Denote by Sf;g � Qn (herewith the bar denotes the al-gebraic closure) the set of all shift-equivalence of f and g,i.e. (�1; : : : ; �n) 2 Qn such that f(X1+ �1; : : : ;Xn+ �n) =g(X1; : : : ;Xn). If Sf;g 6= ; we say that f and g are shift-equivalent. In this section we design a deterministic algo-rithm which computes Sf;g . Observe that if (�1; : : : ; �n) 2Sf;f then for any integer m we have (m�1; : : : ;m�n) 2 Sf;f .Hence (t�1; : : : ; t�n) 2 Sf;f holds for any t 2 Q. Thus, con-sidering t as a new variable, we get that0 = df(X1 + t�1; : : : ;Xn + t�n)dt= ��1 @f@X1 + � � �+ �n @f@Xn� (X1 + t�1; : : : ;Xn + t�n)Substituting t = 0 in the latter identity, we obtain that�1 @f@X1 + � � �+ �n @f@Xn = 0. Inversing this arguing, we con-clude that Sf;f � Qn is a linear subspace. Therefore, Sf;gis a linear variety of the same dimension as Sf;f (if Sf;g isnonempty).Observe that the variety Sf;g is de�ned over Q, thereforethe subspace Sf;f has a basis from Qn (one could obtain itfrom the system of linear equations �1 @f@X1 +� � �+�n @f@Xn = 0in the variables �1; : : : ; �n). Furthermore, Sf;g contains avector from Qn, indeed, take any vector � 2 Sf;g and all itsconjugates � = �1(�); �2(�); : : : ; �N (�) 2 Sf;g over Q, then1N X1�j�N�j(�) 2 Sf;g \Qn, thus Sf;g is de�nable by a linearsystem over Q.For brevity denote S(i) = S@f=@Xi;@g=@Xi , 1 � i � n.Lemma 1 Sf;g = \1�i�nS(i) \ f(�1; : : : ; �n) 2 Qn :f(�1; : : : ; �n) = g(0; : : : ; 0)g.Relying on lemma 1, the algorithm �nds each S(i), 1 �i � n by a linear over Q system de�ning S(i), using therecursion on the degree. Then the algorithm �nds a linear

over Q system de�ning the intersection \1�i�nS(i) and sub-stitutes the general (parametric) solution (A1; : : : ; An) = v+�1v1+ � � �+�kvk of the latter system (here �1 : : : ; �k are pa-rameters, the vectors v; v1; : : : ; vk 2 Qn, k = dim \1�i�nS(i),and v1 : : : ; vk are linearly independent) into f . Due to lemma1 the set of the vectors (A1; : : : ; An) satisfying the equationf(A1; : : : ; An) = g(0; : : : ; 0), coincides with Sf;g .Hence the equation f(A1; : : : ; An) = g(0; : : : ; 0) deter-mines a linear variety V in the space � ' Qk of parameters(�1; : : : ; �k). There could occur one of the following threecases. In the �rst case V = ;, i.e. Sf;g = ;, this means thatthe polynomial f(A1; : : : ; An) � g(0; : : : ; 0) 2 Q[�1; : : : ; �k ]equals to a nonzero constant from Q. In the second caseV = �, i.e. Sf;g = \1�i�nS(i), it is equivalent to identi-cal vanishing of the polynomial f(A1; : : : ; An)� g(0; : : : ; 0).In the last case V is a hyperplane in �, given by a linearequation X1�j�kcj�j � c0 = 0 for suitable cj 2 Q. Therefore,f(A1; : : : ; An)� g(0; : : : ; 0) = c  X1�j�k cj�j � c0!�for an appropriate c 2 Q, where � = deg�1;:::;�k f(A1; : : : ; An).Let us �nd all cj. Checking, whether the polynomialf(A1; : : : ; An)�g(0; : : : ; 0) is homogeneous, we detect, whetherc0 = 0. If c0 6= 0 we set c0 = 1 and for every 1 � j �k replace �`, for all ` 6= j by zeroes in f(A1; : : : ; An) �g(0; : : : ; 0), as a result we obtain a univariate polynomial j = f(A1; : : : ; An) � g(0; : : : ; 0)���`=0;` 6=j = c(cj�j � 1)� .The algorithm �nds cj calculating GCD � j ; d jd�j � = cj �j�1. If on the opposite c0 = 0, then for each pair 1 � j1; j2 � kwe make a substitution �j1 = 1 and �` = 0 for all ` 6= j1; j2,as a result the algorithm either �nds the quotient cj2=cj1or returns cj1 = 0 similar to the situation c0 = 1. Thiscompletes the description of the recursive algorithm whichcomputes Sf;g .In particular, this allows one to test, whether f and gare shift-equivalent.Now we estimate the number of arithmetic operations inthe described algorithm. The number of monomials in f; gand the number of taking the derivatives can be bounded by� d + nd �O(1). At each step of recursion for constructingthe intersection \1�i�nS(i) the algorithm solves a linear sys-tem in n variables, it requires nO(1) arithmetic operations.After that the calculating of the substitution f(A1; : : : ; An)needs � d + nd �O(1) operations, and �nally computing cjtakes nO(1) operations. Thus, the number of arithmetic op-erations of the algorithm does not exceed � d+ nd �O(1),i.e. is polynomial in the input size.Now we estimate the bit-size of the occurring interme-diate coe�cients. The bit-size of the coe�cients of any in-volved partial derivative is less than d(log n)M . Denote byM`, 0 � b � d the bit-size of the coe�cients of the linearsystems representing Sf` ;g` for intermediate in the recursionpolynomials of degrees `. Then at the current step of therecursion the size of the coe�cients in a linear system rep-resenting \1�i�nS(i) can be bounded by nO(1)M`, then the2



size of the coe�cients cj does not exceed (nd)O(1)M` by thesubresultant theorem [11]. Hence M`+1 � (nd)O(1)M` andwe conclude that Md � (nd)O(d)M and the bit-size of alloccurring coe�cients is also less than M(nd)O(d). There-fore, the running time of the described algorithm does notexceed (M(nd)d)O(1) which completes the proof of theorem1). When d = no(1) then (nd)O(d) � � d + nn �O(1) andthe bit complexity of the described algorithm is polynomial.When d grows faster than, say, n2 it is more pro�table forcomputing Sf;g to solve a system of polynomial equationsf(X1 + �1; : : : ;Xn + �n) = g(X1; : : : ;Xn) in n variables�1; : : : ; �n with the running time (Mdn2 )O(1) [3].3 Testing shift-equivalence of reduced polynomials over aprime residues �eld: randomized algorithmLet the polynomials f; g 2 Fp[X1; : : : ; Xn], deg(f);deg(g) �d, where p is a prime, be reduced, namely degXi (f);degXi (g) �p�1, 1 � i � n. In this section we design a polynomial-timerandomized algorithm which computes Sf;g � Fnp . Observethat Sf;f is a linear subspace over Fp and Sf;g = v + Sf;ffor an arbitrary vector v 2 Sf;g (if Sf;g 6= ;).Notice that since f; g are reduced, lemma 1 from thesection 2 holds for Sf;g also in the case under consideration.Let q = pm, a polynomial h 2 Fq[X1; : : : ;Xn]. Thefollowing lemma 2 was told the author by R. Smolensky[15] and strengthens Schwartz's lemma [12] for �nite �elds.Observe that when n � q deg h and degXi (h) � q � 2, 1 �i � n, lemma 2 follows from [9] (for arbitrary h a weakerbound was proved in [5]).Lemma 2 If h has a zero in Fnq then h has at leastqn�deg(h) zeroes.Now we describe a randomized algorithm which com-putes Sf;g � Fnp . Similar to the section 2 the algorithm byrecursion on the degree computes S(i), 1 � i � n represent-ing each S(i) by a linear system over Fp. Then the algo-rithm produces a linear system which represents the inter-section \1�i�nS(i) yields the general (parametric) solution(A1; : : : ; An) = v + �1v1 + � � �+ �kvk, where v; v1; : : : ; vk 2Fnp , k = dimFp �\1�i�nS(i)� of this linear system (cf. sec-tion 2). After that the algorithm substitutes (A1; : : : ; An)in f . Due to lemma 1 Sf;g is isomorphic to the set of the so-lutions of the polynomial over Fp equation f(A1; : : : ; An) =g(0; : : : ; 0) in the parameters �1; : : : ; �k , one could considerw.l.o.g. Sf;g as a linear over Fp variety in the space � ' Fkpof the parameters. Lemma 2 implies that s = dimFp Sf;g �k � deg f � k � d (if Sf;g 6= ;).In [8] it is proved that if in a set U to choose randomlyindependently N times elements u 2 U then the numbery of the times when a chosen u belongs to a �xed subset; 6= A � U , satis�es with the probability greater than 1� �the following inequalities: 12 #A#U � yN � 32 #A#U , whereN = #U#A � 16 � log2(2=�):The randomized algorithm under description for comput-ing Sf;g checks �rst, whether 0 2 Sf;g , if yes then we set thevector u0 = 0 2 Sf;g . If not then the algorithm chooses Ntimes randomly independently elements from the set U = �,herewith A = A0 = Sf;g and � = �n� n+ dd ���2. Hence

#U#A � pd. Then with the probability greater than 1 � �among the chosen N = O(pdd log n) vectors there would bea vector u0 2 Sf;g , (one could easily check the membershipto Sf;g), provided that Sf;g 6= ;. If none of the chosen Nvectors belongs to Sf;g , the algorithm returns that Sf;g = ;.After that the algorithm makes 2N independent choicesof the elements from U . Among them with the probabilitygreater than 1� � there is a vector u1 2 Sf;g such that u1�u0 6= 0 (herewith we take A = A1 = Sf;gnfu0g, obviously#A1 � 12#A0). Thereupon making again 2N independentchoices the algorithm with the probability greater than 1���nds a vector u2 2 Sf;g such that the vectors u2 � u0; u1 �u0 are linearly independent. Herewith we take A = A2 =Sf;gnL fu0; u1g where L (u00; � � � ; u0̀ ) denotes the minimallinear variety which contains the points u00; : : : ; u0̀ (clearlyL fu0; u1g is a line), obviously #A2 � 12#A0. Continuing inthis way, the algorithm makes at most s � k rounds of 2Nindependent choices, while it is possible to �nd the vectorsu0; u1; : : : ; us0 2 Sf;g , s0 � s such that the di�erences u1 �u0; : : : ; us0 � u0 are linearly independent. The algorithmreturns that Sf;g = u0 + �1(u1 � u0) + � � �+ �s0(us0 � u0),where �1; : : : ; �s0 are parameters from Fp.The algorithm �nds Sf;g correctly with the probability atleast (1� �)n� n+ dd � � 1��n� n + dd ���1, becausethe algorithm calls recursively to itself at most � n+ dd �times since the number of nonvanishing partial derivativesof f does not exceed � n + dd �, and at each recursive stepthe algorithm makes at most n rounds of 2N independentchoices as described above. Notice that if Sf;g = ;, thealgorithm always returns the correct answer.Finally, estimate the running time of the algorithm. Asalready mentioned, there are at most � n + dd � recursivecalls of the algorithm to itself. At each recursive step the al-gorithm �rst �nds (deterministically) the intersection \1�i�nS(i),by means of solving a linear over Fp system with at mostn variables, that requires ((log p)n)O(1) running time. Thenthe algorithm makes at most n rounds of choosing 2N vec-tors from U = �, it takes �pd� n + dd ��O(1), which com-pletes the proof of theorem 2).Notice that the time bound of the algorithm is betterthan the time bound pn of the trivial search in Fnp whend = o(n). In this case the time bound of the algorithm ispolynomial in the input size log p � � n + dd � when p =�nd �O(1).4 Testing shift-equivalence of polynomials over a �nite�eld: quantum computationLet g = pm and the polynomials f; g 2 Fq[X1; : : : ;Xn],deg(f), deg(g) � d. In this section we design a quantummachine which computes Sf;f � Fnq and, furthermore, in thecase of the �elds characteristic p = 2 we design a quantummachine which computes Sf;g . Observe as above that Sf;fis an abelian group and Sf;g = v + Sf;f for an arbitraryv 2 Sf;g (if Sf;g 6= ;).3



The core of a quantum machine, a concept being an ex-tension of a randomized algorithm (see e.g. [1, 16]), is afast unitary transformation. In [13] it was shown that aquantum machine could compute in polynomial time theFourier transform �n for the cyclic group Zn of the ordern for \smooth" n, namely n = p1 � � � p` being a product ofpairwise distinct small primes. In [4] �2k was computed bya quantum machine based on the fast Fourier transform.First we show (although we do not immediately use it be-low) that �pk for any small p could be computed recursivelyon k by a quantum machine in a more succinct way usingthe product-formula for Fourier transform [2], which in itsturn easily entails the fast Fourier transform algorithm.The matrix �p = 1pp �exp � 2�ip s`��1�s;`�p the quantummachine computes directly. For the recursive step, let w bea primitive root of unity of the degree pk+1. Denote by D asquare pk � pk diagonal matrix with the diagonal elementsbeing successive powers of w : 1; w;w2; : : : ; wpk�1. Denoteby I` the unit ` � ` matrix. Then the following product-formula�pk+1 = �Ipk 
 �p�0BBBB@ Ipk D D2 . . . Dp�1 1CCCCA��pk 
 Ip�allows one to compute �pk+1 recursively by a quantum ma-chine within time O((kp)2). Also observe that this gives arepresentation of �pk+1 as a product of O(k) matrices, while[4] provides for it the product of O(k2) matrices.Remark that as any �nite abelian group G is a directproduct Zpk1` � � � � � Zpk`` of the cyclic groups its Fouriertransform �G = �pk11 
� � �
�pk`` = ��pk11 
 Ipk22 
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 �pk`` � couldbe computed by a quantum machine within time O X1�i�`(piki)2!.First we design a quantum machine which computes thegroup Sf;f � Fnq . This construction extends essentially theidea from [14]. We utilize the notations and terminologyfrom the quantum computations which one could �nd in[1, 13, 14, 16]. Actually, the described algorithm and theabove quantum computation of �G allows one to solve thefollowing problem by means of a quantum machine. Let a�nite abelian group G with all the primes dividing its order,being small, act on a set. The algorithm enables one to�nd for each element of the set the subgroup of G whichpreserves this element (the stabilizator subgroup, see also[17]). Furthermore, if G is a direct product of cyclic groupseach of the order 2, one can design a quantum machine whichfor any pair of elements of the set tests, whether these twoelements are on the same orbit of the action of G. In thecase under consideration G = Zp � � � � � Zp is the directproduct of mn copies of Zp, herewith the action of (Zp)mon each variable Xi, 1 � i � n is isomorphic to the actionof the additive group of Fq by the shifts.The quantum machine under description starts with theinitial con�guration (cf. [1, 13, 14, 16, 18])

C = 1�pq�n X(�1;:::;�n)2Fnq���1; : : : ; �n; f(X1 + �1; : : : ;Xn + �n)� ;i.e. each basic state ���1; : : : ; �n; f(X1 + �1; : : : ;Xn + �n)�is taken with the amplitude 1(pq)n . Notice that each basicstate is a basic ort in 0B@qn � q� n + dd �1CA-dimensional C-space with the Hermitean metric. Let w(1); : : : ; w(m) 2 Fqbe a basis over Fp. Then one can represent each basicstate j�1; : : : ; �n; f(X1 + �1; : : : ;Xn + �n)i in the formj�(1)1 ; : : : ; �(m)1 ; : : : ; �(1)n ; : : : ; �(m)n ; f(X1+�1; : : : ;Xn+�n)iwhere �` = X1�j�m�(j)` w(j), �(j)` 2 Fp, 1 � ` � n. Theadditive group of Fnq acts on the �rst nm components as adirect product (Zp)nm.Denote Q = q� n + dd �. The quantum machine appliesto C the matrix (see above) �p 
 � � � 
 �p 
 IQ where thetensor product of �p is taken nm times (cf. [18]). Then inthe resulting con�guration any basic state j�1; : : : ; �nm; fiwhere �` : Z=pZ ! C, 1 � ` � nm are the characters of thecyclic additive group of Fp, i.e. �`(a) = exp � 2�i a bp � for asuitable b and f = f(X1+�1; : : : ;Xn+�n) 2 Fq [X1; : : : ;Xn]for some (�1; : : : ; �n) 2 Fnq , �` = X1�j�m�(j)` w(j) 1 � ` � n,occurs with the amplitude (cf. [13, 14, 18])1qn X(P�(j)1 w(j) ;:::;P�(j)n w(j))2Sf;f �1(�(1)1+ �(1)1 ) � � ��m(�(m)1 + �(m)1 ) � � ��nm�m+1(�(1)n + �(1)n ) � � ��nm(�(m)n + �(m)n )= 1qn�1(�(1)1 ) � � ��nm(�(m)n ) X(P�(j)1 w(j) ;:::;P�(j)n w(j))2Sf;f�1(�(1)1 ) � � ��nm(�(m)n )For every restriction of the character� = �1 
 � � � 
 �nm��Sf;f the sum X�2Sf;f �(�)= � 0 if � 6� 1#Sf;f if � � 1where � = (P�(j)1 w(j); : : : ;P�(j)n w(j)). Thus, each of thebasic states j�1; : : : ; �nm; fi for which �1
� � �
�nm��Sf;f �1 (and only these basic states) occurs in the resulting con-�guration with the same for each of them probability (whichequals to the square of the absolute value of the ampli-tude, see [1, 13, 14, 16, 18]) (#Sf;f )2q2n . Hence, each vector(�1; : : : ; �nm) such that �1 
 � � � 
 �nm��Sf;f � 1, occurs as4



the �rst nm coordinates of the basic states in the resultingcon�guration with the same for each of them probability#Sf;fqn , because for the rest of Q coordinates there are qn#Sf;fpossibilities for f , each of them appearing with the sameprobability.Since Sf;f is an abelian subgroup of the additive groupof (Fq)n, the order #Sf;f = pk for a certain 0 � k � nm.All the vectors of the characters (�1; : : : ; �nm) such thatthe restriction �1 
 � � � 
 �nm��Sf;f � 1 constitute the (mul-tiplicative) group S being isomorphic to the vector space(Fp)nm�k over Fp.Applying nm times independently the described quan-tum machine and each time observing the projection ontothe �rst nm coordinates of a basic state of the resultingcon�guration, we obtain a sequence of nm elements fromS. The probability that the �rst nm � k vectors (one canassume that they are chosen independently as each of themappears with the same probability, see above) among themform a basis of S over Fp is greater or equal to (1�p�1)(1�p�2)(1� p�3) � � � > 14 .Therefore, making 4 rounds each consisting of nm de-scribed applications of the quantum machine, with the prob-ability greater than 1�(1� 14 )4 > 23 , the quantum algorithmyields at one of the rounds a basis for the space S over Fp.The algorithm returns as a basis the maximal set of lin-early independent over Fp elements of S obtained at one of4 rounds.Having a basis of S, the algorithm can uniquely selectthe subgroup Sf;f . Indeed, for every element (�1; : : : ; �nm)from the yielded basis let �t(�) = exp � 2�i `t�p �, 1 � t � nmfor appropriate 0 � `t < p, then for any element X1�j�m�(j)1 w(j); : : : ; X1�j�m�(j)n w(j)! 2 Sf;f we have�1(�(1)1 ) � � ��nm(�(m)n ) = 1, i.e. p��`1�(1)1 + � � � + `nm�(m)n .Conversely, if the latter divisibility holds for every elementfrom the basis then  X1�j�m�(j)1 w(j); : : : ; X1�j�m�(j)n w(j)! 2Sf;f . These divisibility conditions constitute a (homoge-neous) linear system over Fp. Producing a basis of this lin-ear system, the algorithm produces thereby a basis of Sf;f .This completes the description of the algorithm which com-putes Sf;f .Now in the case of the �elds characteristic p = 2 wedesign a quantum machine which tests, whether Sf;g 6= ;,and if it is the case the machine yields an element v 2 Sf;g .Together with the described above construction of Sf;f thiscomputes Sf;g = v+Sf;f . First the machine checks, whetherf � g, and if it is the case we are done by the above con-struction of Sf;f , so we can suppose w.l.o.g. that f 6� g.Then applying the described above construction, the ma-chine computes the groups Sf;f and Sg;g . If Sf;f 6= Sg;gthen Sf;g = ;. So we can assume that Sf;f = Sg;g .Observe that S = Sf;f [ Sf;g is a group since p = 2. No-tice also that S coincides with the group of all the shifts(�1; : : : ; �n) 2 Fnq which preserve the unordered pair ofthe polynomials ff(X1; : : : ; Xn); g(X1; : : : ;Xn)g = ff(X1+�1; : : : ;Xn + �n); g(X1 + �1; : : : ;Xn + �n)g.To compute S the quantum machine as the basic statestakes j�1; : : : ; �n; ff(X1 + �1; : : : ;Xn + �n); g(X1 + �1; : : : ;Xn + �n)gi

where (�1; : : : ; �n) 2 Fnq . Thus, a basic state could betreated as an ort from C-space of the dimension qn �a, wherea = Q(Q+1)2 . As in the above construction, the quantummachine applies the Fourier transform � = �2 
 � � � 
 �2(nm times) to the �rst n coordinates, formally the machinemultiplies the initial con�guration1(pq)n P�1;:::;�n2Fq j�1; : : : ; �n; ff(X1 + �1; : : : ;Xn + �n);g(X1 + �1; : : : ;Xn + �ngiby the matrix �
 Ia. Then as above the quantum machinecomputes the group S (by means of its basis over F2).Obviously, Sf;g 6= ; () Sf;f 6= S, and in this casewe can take as v any element of the basis of S which doesnot belong to Sf;f . This completes the description of thequantum machine which computes Sf;g .Finally, we estimate the complexity of the designed quan-tum machines. In the course of computing Sf;f the ma-chine computes (deterministically) for any (�1; : : : ; �n) 2Fnq the coe�cients of the polynomial f(X1+�1; : : : ;Xn+�n)which requires �m log p� n + dd ��O(1) time. ProducingFourier transform �p takes pO(1) time. So, the application ofthe Fourier transform runs in �mp� n + dd ��O(1) time.The machine makes O(nm) such rounds and at the endsolves (deterministically) a linear over Fp system of the sizeO(nm). Thus, the running time of the designed quantummachine does not exceed �mp� n + dd ��O(1). The simi-lar bound is valid for the quantum machine which computesSf;g , this completes the proof of theorem 3.Notice that this bound is always not worse that the com-plexity bound for the randomized algorithm designed in thesection 3 (for m = 1). When p grows like � n+ dd �O(1)the running time of the designed quantum machine is poly-nomial which is not the case for the randomized algorithmfrom the section 3.Acknowledgements. The author is grateful to AlioshaKitaev for valuable remarks.References[1] E. Bernstein, U. Vazirani, Quantum complexity theory,Proc. STOC, (ACM, 1993), 11{20[2] T. Beth, Verfahren der schnellen Fourier-transfor-mation, (Teubner, Stuttgart, 1984)[3] A. Chistov, D. Grigoriev, Solving algebraic systems insubexponential time. I, II., Preprints LOMI E-9-83, E-10-83, Leningrad, 1983[4] D. Coppersmith An approximate Fourier transform use-ful in quantum factoring Research report 19642, IBM,1994[5] D. Grigoriev, M. Karpinski, An approximate algorithmfor the number of zeroes of arbitrary polynomials overGF [q], Proc. FOCS (IEEE, 1991), 662{669[6] D. Grigoriev, M. Karpinski, A zero-test and a inter-polation algorithm for the shifted sparse polynomials,Proc. AEECC 1993, Lect. Notes in Comput. Sci., vol.673, (Springer, Berlin, 1993) 162{1695
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