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## Euler Function

$$
E(x)=\prod_{k>0}\left(1-x^{k}\right)
$$

Defined by Leonhard Euler.

## Relation to Partition Numbers

Let $p_{m}$ be the number of partitions of $m$. Then

$$
\frac{1}{E(x)}=\sum_{m \geq 0} p_{m} x^{m}
$$

Proof. Note that

$$
\frac{1}{E(x)}=\frac{1}{\prod_{k>0}\left(1-x^{k}\right)}=\prod_{k>0}\left(\sum_{t \geq 0} x^{k t}\right)
$$

## Euler Identity

$$
E(x)=\sum_{m=-\infty}^{\infty}(-1)^{m} x^{\left(3 m^{2}-m\right) / 2}
$$

Proof. Set up an involution between terms of same degree and opposite signs. Only a few survive.

## Shape Over Complex Plane



- Undefined outside unit disk.
- Zero at unit circle.
- Bounded inside the unit disk:
- Red represents value 4
- Black represents value 0
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## Capturing Symmetries

## Dedekind Eta Function

$$
\eta(z)=e^{\frac{\pi i z}{12}} E\left(e^{2 \pi i z}\right) .
$$

$\eta(z)$ is defined on the upper half of the complex plane and satisfies many interesting properties:

- $\eta(z+1)=e^{\frac{\pi i}{12}} \eta(z)$.
- $\eta\left(-\frac{1}{z}\right)=\sqrt{-i z} \eta(z)$.

Proof. First part is trivial. Second part requires non-trivial complex analysis.

## Permanent Polynomial

- For any $n>0$, let $X=\left[x_{i, j}\right]$ be a $n \times n$ matrix with variable elements.
- Then permanent polynomial of degree $n$ is the permanent of $X$ :
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## Two Families of Polynomials

- Let

$$
E_{\Sigma, n}(x)=\sum_{k=-n}^{n}(-1)^{k} x^{\left(3 k^{2}-k\right) / 2}
$$

and

$$
E_{\Pi, n}=\prod_{k=1}^{n}\left(1-x^{k}\right)
$$

- We have:
- A circuit family computing $E_{\Sigma, n}(x)$ or $E_{\Pi, n}(x)$ can be viewed as computing $E(x)$.
- We will consider arithmetic circuit families for computing $E_{\Sigma, n}(x)$ and $E_{\Pi, n}(x)$.
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## Arithmetic Circuits for Univariate Polynomials

- A circuit computing polynomial $P(x)$ over field $F$ takes as input $x$ and -1 ; and outputs $P(x)$.
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- Size of a circuit is the number of wires in it.
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- However, it is not clear how to compute $E(x)$ with $n^{\circ(1)}$ sized circuits.
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## Theorem (First Theorem)

Suppose every circuit family computing $E_{\Sigma, n}(x)$ over $F$, char $(F)>2$, has size $s\left(n^{\Omega(1)}\right)$ for some $s(m) \geq(\log m)^{2}$. Then permanent polynomial family requires arithmetic circuits of size $s\left(2^{\Omega(n)}\right)$ over $F$.

## Theorem (Second Theorem)

Suppose every circuit family computing $E_{\Pi, n}(x)$ over $F$, char $(F)>2$, has size $s\left(2^{\Omega\left(s\left(n^{O(1)}\right)\right)}\right)$ for some $s(m) \geq(\log m)^{2}$. Then permanent polynomial family requires arithmetic circuits of size $s\left(2^{\Omega(n)}\right)$ over $\mathbb{Z}$.

A weaker version of second theorem was recently shown by Pascal Koiran.
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## Multilinear Version of $E_{\Sigma, n}(x)$

- Let $E_{\Sigma, n}(x)=\sum_{t=0}^{\left(3 n^{2}+n\right) / 2} c_{t} x^{t}$.
- Define

$$
M_{n}\left(z_{1}, z_{2}, \ldots, z_{u}\right)=\sum_{t=0}^{\left(3 n^{2}+n\right) / 2} c_{t} \prod_{j=1}^{u} z_{j}^{t[j]}
$$

where $u=\left\lceil\log \left(3 n^{2}+n\right)\right\rceil-1, t[j]$ is $j$ th bit of $t$, and $c_{t} \in\{-1,0,1\}$ such that

$$
E_{\Sigma, n}(x)=M_{n}\left(x, x^{2}, x^{2^{2}}, \ldots, x^{2^{u-1}}\right)
$$

- The coefficient $c_{t}$ is computable in polynomial time given $t$ : check if $t=\frac{1}{2}\left(3 m^{2} \pm m\right)$ for some $m$; if it is, then $c_{t}= \pm 1$, else $c_{t}=0$.
- Using Valiant's result on hardness of permanent, we get that $2^{c \log n} M_{n}\left(z_{1}, z_{2}, \ldots, z_{u}\right)$ can be expressed as permanent of a matrix of size $O(\log n)$ for a suitable choice of constant $c>0$.
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## Setup

- Assume that there is a circuit family of size $s\left(2^{o(n)}\right)$ computing permanent polynomial over $\mathbb{Z}$.
- Let $P(x)=E_{\Pi, n}(x)$ for some $n>1$.
- Degree of $P(x)$ equals $\frac{1}{2} n(n+1)<n^{2}$
- Let $\operatorname{char}(F)=p$. Since coefficients of $P(x)$ are in $F_{p}$, we can assume $F=F_{p}$.
- Let $\hat{F}$ be an extension of $F$ with $n^{2} \leq q=|\hat{F}|=O\left(n^{2}\right)$.
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## Polynomial Identity Testing Problem

## PIT over F

Given an arithmetic circuit over field $F$, determine if the polynomial computed by the circuit is identically zero.

- Admits a number of randomized polynomial time algorithms but no deterministic one is known.
- Has an interesting connection with hardness of computing $E_{\Pi, n}(x)$.
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## Computing Multiples of $E_{\Pi, n}(x)$

Let $P_{m}(x)$ be a family of polynomials with $P_{m}(x)$ of degree $m^{O(1)}$. The family is an $n(m)$-multiple of the family $E_{\Pi, n}(x)$ if for every $m, E_{\Pi, n(m)}(x)$ divides $P_{m}(x)$.

- It is possible that $E_{\Pi, n}(x)$ requires circuit of size $n^{\Omega(1)}$ to compute.
- Does it also mean that every $n(m)$-multiple of $E_{\Pi, n}(x)$ also requires circuits of size $(n(m))^{\Omega(1)}$ to compute?
- If yes, we get a black-box derandomization of PIT
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## Theorem
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## Proof

- Assume that every $n(m)$-multiple of $E_{\Pi, n}(x)$ requires circuits of size $(n(m))^{\delta}$ for some $\delta>0$.
- Let $C$ be an arithmetic circuit of size $m$ computing a polynomial $Q\left(y_{1}, \ldots, y_{m}\right)$ over $F$.
- The degree of $Q$ is bounded by $2^{m}$
- We give a polynomial time algorithm for checking if $Q$ is identically zero.
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- Let $D=2^{m}+1$ and replace $y^{i}$ by $x^{D^{i-1}}$ as input to $C$.
- This requires an additional $O\left(m^{2}\right)$ wires at the bottom of $C$.
- Let the resulting circuit be $C$, and $R(x)$ be the polynomial computed by it.
- The size of $C$ is $O\left(m^{2}\right)$ and the degree of $R(x)$ is at most $2^{m^{2}}$
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## Correctness
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- Observe that if all the tests succeed, it implies that $E_{\Pi, n}(x)$ divides $R(x)$.
- If $R(x)$ is non-zero then, by our assumption on $n$-multiples of $E_{\Pi, n}(x), R(x)$ requires a circuit of size $n^{\delta}=m^{3}$ to compute.
- However, circuit $\hat{C}$, of size $O\left(m^{2}\right)$, computes $R(x)$.
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Several questions remain open:
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- The conjecture relates the size of an arithmetic circuit computing a polynomial to the number of distinct small roots of unity that the polynomial can have.
- It is similar in spirit to $\tau$-conjecture of Shub-Smale that relates the size of an arithmetic circuit computing a polynomial to the number of integer roots the polynomial can have.
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