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Recently, the problems of evaluating performances of switches and routers have been formu-
lated as online problems, and a great amount of results have been presented. In this paper, we
focus on managing outgoing packets (called egress traffic) on switches that support Quality of
Service (QoS), and analyze the performance of one of the most fundamental scheduling poli-
cies Priority Queuing (PQ) using competitive analysis. We formulate the problem of managing
egress queues as follows: An output interface is equipped with m queues, each of which has
a buffer of size B. The size of a packet is unit, and each buffer can store up to B packets simul-
taneously. Each packet is associated with one of m priority values o; (1 < j < m), where o} <
oy < -+ <O, @ = 1, and oy = « and the task of an online algorithm is to select one of m
queues at each scheduling step. The purpose of this problem is to maximize the sum of the

Egress traffic control
Multi-queue switch

: [
mlnxe[1.m—1]{ fo}r]a
j=19%j

values of the scheduled packets.
For any B and any m, we show that the competitive ratio of PQ is exactly 2 —
}. That is, we conduct a complete analysis of the performance of PQ us-

ing worst case analysis. Moreover, we show that no deterministic online algorithm can have a

competitive ratio smaller than 1 +

o’ +a’+a
af+ded 302 +4a+1"

© 2015 Published by Elsevier B.V.

1. Introduction

In recent years, the Internet has provided a rich variety
of applications, such as teleconferencing, video streaming, IP
telephone, mainly thanks to the rapid growth of the broad-
band technology. To enjoy such services, the demand for
the Quality of Service (QoS) guarantee is crucial. For exam-
ple, usually there is little requirement for downloading pro-
grams or picture images, whereas real-time services, such as
distance meeting, require constant-rate packet transmission.
One possible way of supporting QoS is differentiated services

* A preliminary version of this paper was presented at the 8th annual
international conference on combinatorial optimization and applications,
COCOA 2014.
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(Diffserv) [15]. In DiffServ, a value is assigned to each packet
according to the importance of the packet. Then, switches
that support QoS (QoS switches) decide the order of pack-
ets to be processed, based on the value of packets. In such a
mechanism, one of the main issues in designing algorithms
is how to treat packets depending on the priority in buffering
or scheduling. This kind of problems was recently modeled
as an online problem, and the competitive analysis [16,40] of
algorithms has been done.

Aiello et al. [1] was the first to attempt this study, in
which they considered a model with only one First In First
Out (FIFO) queue. This model mainly focuses on the buffer
management issue of the input port of QoS switches: There
is one FIFO queue of size B, meaning that it can store up to B
packets. An input is a sequence of events. An event is either
an arrival event, at which a packet with a specified priority
value arrives, or a scheduling event, at which the packet at the
head of the queue will be transmitted. The task of an online

http://dx.doi.org/10.1016/j.comnet.2015.09.001
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(buffer management) algorithm is to decide, when a packet
arrives at an arrival event, whether to accept or to reject it
(in order to keep a room for future packets with higher pri-
ority). The purpose of the problem is to maximize the sum of
the values of the transmitted packets. Aiello et al. analyzed
the competitiveness of the Greedy Policy, the Round Robin
Policy, the Fixed Partition Policy, etc.

After the publication of this seminal paper, more and
more complicated models have been introduced and stud-
ied, some of which are as follows: Azar et al. [9] considered
the multi-queue switch model, which formulates the buffering
problem of one input port of the switch. In this problem, an
input port has N input buffers connected to a common output
buffer. The task of an online algorithm is now not only buffer
management but also scheduling. At each scheduling event,
an algorithm selects one of N input buffers, and the packet at
the head of the selected buffer is transmitted to the inside of
the switch through the output buffer. There are some formu-
lations that model not only one port but the entire switch. For
example, Kesselman et al. [29] introduced the Combined Input
and Output Queue (CIOQ) switch model. In this model, a switch
consists of N input ports and N output ports, where each port
has a buffer. At an arrival phase, a packet (with the specified
destination output port) arrives at an input port. The task
of an online algorithm is buffer management as mentioned
before. At a transmission phase, all the packets at the top of
the nonempty buffers of output ports are transmitted. Hence,
there is no task of an online algorithm. At a scheduling phase,
packets at the top of the buffers of input ports are transmitted
to the buffers of the output ports. Here, an online algorithm
computes a matching between input ports and output ports.
According to this matching, the packets in the input ports will
be transmitted to the corresponding output ports. Kesselman
et al. [32] considered the crossbhar switch model, which mod-
els the scheduling phase of the CIOQ switch model more in
detail. In this model, there is also a buffer for each pair of
an input port and an output port. Thus, there arises another
buffer management problem at scheduling phases.

In some real implementation (e.g., [17]), additional
buffers are equipped with each output port of a QoS switch
to control the outgoing packets (called egress traffic). Assume
that there are m priority values of packets aq,as,...,o;m
such that @y < @y < --- < op. Then, m FIFO queues
QM @@, .., ™M are introduced for each output port, and
a packet with the value «; arriving at this output port is
stored in the queue QU). Usually, this buffering policy is
greedy, namely, when a packet arrives, it is rejected if the cor-
responding queue is full, and accepted otherwise. The task of
an algorithm is to decide which queue to transmit a packet at
each scheduling event.

Several practical algorithms, such as Priority Queuing
(PQ), Weighted Round-Robin (WRR) [25], and Weighted Fair
Queuing (WFQ) [20], are currently implemented in network
switches. PQ is the most fundamental algorithm, which se-
lects the highest priority non-empty queue. This policy is im-
plemented in many switches by default. (e.g., Cisco’s Catalyst
2955 series [18]) In the WRR algorithm, queues are selected
according to the round robin policy based on the weight of
packets corresponding to queues, i.e., the rate of selecting Q)
in one round is proportional to «; for each i. This algorithm
is implemented in Cisco’s Catalyst 2955 series [18] and so on.

In the WFQ algorithm, length of packets, as well as the prior-
ity values, are taken into consideration so that shorter pack-
ets are more likely to be scheduled. This algorithm is imple-
mented in Cisco’s Catalyst 6500 series [19] and so on.

In spite of intensive studies on online buffer management
and scheduling algorithms, to the best of our knowledge,
there have been no research on the egress traffic control,
which we focus on in this paper. Our purpose is to evaluate
the performances of actual scheduling algorithms for egress
queues.

Our Results. We formulate this problem as an online
problem, and provide a tight analysis of the performance
of PQ using competitive analysis. Specifically, for any B,
we show that the competitive ratio of PQ is exactly 2 —
minxs[l_m,l]{;:iiﬁ%}. PQ is trivial to implement, and has a

j=1
lower computajtional load than the other policies, such as
WRR and WFQ. Hence, it is meaningful to analyze the exact
performance of PQ. Moreover, we present a lower bound of
1+ % on the competitive ratio of any deter-
ministic algorithm.

Related Work. Independently of our work, Al-Bawani
and Souza [2]| have very recently considered much the
same model. PQ is called the greedy algorithm in their pa-
per. Unlike our setting, they discussed only the case where
any two of the values differ, that is, 0 < @7 < oy <

- < am. Also, they assumed that for any j( € [1, m]),
the jth queue can store at most Bj( € [1, B]) packets at
a time. In the case of Bj =B, that is, in the same set-
ting as ours, they showed that the competitive ratio of
PQ is at most 2 — minje[]ym_l]{aj;;;af} for any m and B.
When comparing our result and their upper bound, we have

2 - miﬂxgu,m_l]{;ﬁi?%} <2- minje[Lm_l]{ajJ};aj} by el-
gl

ementary calculation (see Appendix A in Appendix). Note
that 2 — minjele,l]{aj;j;af} is equal to 2 when there ex-
ists some z such that o, 1 = oz. In general practical switches,
the sizes of any two egress queues attached to the same out-
put port are equivalent by default. Since we focus on evaluat-
ing the performance of algorithms in a more practical setting
(which might be less generalized), we assume that the size
of each queue is B. Moreover, our analysis in this paper does
not depend on the maximum numbers of packets stored in
buffers, and instead it depends on whether buffers are full
of packets. Thus, the exact competitive ratio of PQ would be
derived for the setting where for any j, the size of the jth
queue is B; in the same way as this paper. (If we apply our
method in their setting, Lemma 3.7 in Section 3.3 has to be
fixed slightly. However the competitive ratio obtained in this
setting seems to be a more complicated value including some
min s or maxes.)

As mentioned earlier, there are a lot of studies concen-
trating on evaluating performances of functions of switches
and routers, such as queue management and packet schedul-
ing. The most basic one is the model consisting of single
FIFO queue by Aiello et al. [1] mentioned above. In their
model, each packet can take one of two values 1 or o( > 1).
Andelman et al. [7] generalized the values of packets to any
value between 1 and «. Another generalization is to allow
preemption, namely, one may drop a packet that is already
stored in a queue. Results of the competitiveness on this
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model are given in [1,5-7,21,26,28,41]. Recently Kogan et al.
[38] analyzed the performance of some packet scheduling
policies for single FIFO queue built on processing cycles and
conducted some simulation research for the policies.

The multi-queue switch model [9,11,36] consists of m FIFO
queues. In this model, the task of an algorithm is to manage
its buffers and to schedule packets. The problem of design-
ing only a scheduling algorithm in multi-queue switches is
considered in [4,8,13,14,35]. Moreover, Albers and Jacobs [3]
performed an experimental study for the first time on several
online scheduling algorithms for this model. Also, the over-
all performance of several switches, such as shared-memory
switches [24,27,34], CI0Q switches [10,29,30,33], and cross-
bar switches [31,32], are extensively studied.

Fleischer and Koga [22] and Bar-Noy et al. [12] studied the
online problem of minimizing the length of the longest queue
in a switch, in which the size of each queue is unbounded.
In [22] and [12], they showed that the competitive ratio of
any online algorithm is 2(logm), where m is the number of
queues in a switch. Fleischer and Koga [22] presented a lower
bound of €2(m) for the round robin policy. In addition, in [22]
and [12], the competitive ratio of a greedy algorithm called
Longest Queue First is O(logm). Recently, Kogan et al. [37]
studied a multi-queue switch where packets with different
required processing times arrive. (In the other settings men-
tioned above, the required processing times of all packets are
equivalent.)

Furthermore, some comprehensive surveys showed much
research on buffer management and scheduling policies (see
e.g.[23,39]).

2. Model description

In this section, we formally define the problem studied
in this paper. Our model consists of m queues, each with a
buffer of size B. The size of a packet is unit, which means that
each buffer can store up to B packets simultaneously. Each
packet is associated with one of m values «; (1 < i < m),
which represents the priority of this packet where a packet
with larger value is of higher priority. Without loss of gener-
ality, we assume that oy =1, ozm =a,and o] <y < -+ <
om. The ith queue is denoted QW and is also associated with
its priority value «;. An arriving packet with the value «; is
stored in Q(¥).

An input for this model is a sequence of events. Each event
is an arrival event or a scheduling event. At an arrival event,
a packet arrives at one of m queues, and the packet is ac-
cepted to the buffer when the corresponding queue has free
space. Otherwise, it is rejected. If a packet is accepted, it is
stored at the tail of the corresponding queue. At a scheduling
event, an online algorithm selects one non-empty queue and
transmits the packet at the head of the selected queue. We
assume that any input contains enough scheduling events to
transmit all the arriving packets in it. That is, any algorithm
can certainly transmit a packet stored in its queue. Note that
this assumption is common in the buffer management prob-
lem. (See e.g. [23].) The gain of an algorithm is the sum of
the values of transmitted packets. Our goal is to maximize it.
The gain of an algorithm ALG for an input o is denoted by
Varg(o). If V(o) = Vopr(o)/c for an arbitrary input o, we

say that ALG is c-competitive, where OPT is an optimal offline
algorithm for o.

3. Analysis of priority queuing
3.1. Priority queuing

PQ s a greedy algorithm. At a scheduling event, PQ selects
the non-empty queue with the largest index. For analysis, we
assume that OPT does not reject an arriving packet. This as-
sumption does not affect the analysis of the competitive ra-
tio. (See Lemma B.1 in Appendix B.)

3.2. Overview of the analysis

We define an extra packet as a packet which is accepted by
OPT but rejected by PQ. In the following analysis, we evaluate
the sum of the values of extra packets to obtain the competi-
tive ratio of PQ. We introduce some notation for our analysis.
For any input o, k;(0') denotes the number of extra packets
arriving at QU) when treating o. We call a queue at which at
least one extra packet arrives a good queue when treating o.
n(o) denotes the number of good queues for o. Moreover,
for any input o and any i( € [1, n(o')]), g;(o) denotes the good
queue with the ith minimum index. Thatis, 1 < q;(0) < g3(o’)
<+ < (p(g)(0) < m. Also, we define gp (), 1(0) = m. In ad-
dition, for any input o, sj(o’) denotes the number of pack-
ets which PQ transmits from QU). We drop the input o from
the notation when it is clear. Then, Vpg (o) = Z;-":] ajs;, and
Vorr (0) = Vpo (o) + X1 ag;kg,. (The equality follows from
the assumption that OPT does not reject any packet, which is
proven in Lemma B.1.)

First, we show that kp =0, that is, g, +1<m, in
Lemma 3.2. We will gradually construct some input set S*
(defined below) from Lemma 3.4 -Lemma 3.9 using some ad-
versarial strategies against PQ. Moreover, in Lemma 3.10, we
prove that the set S* includes an input o such that the ra-

tio ‘(5;277((0")) is maximized. That is, we show that there exists

an input o* in the set S* to get the competitive ratio of PQ
in the lemma. More formally, we define the set S* of the in-
puts o’ satisfying the following five conditions: (i) for any
i(e[1,n(0") = 1]), qi(0”) + 1 = g1 (o), (ii) for any i( € [T,
n(0")]), kg o) (o) = B, (iii) for any j( € [q1(0”), dy(ory(0”) +
1)), sj(c") =B, (iv) for any j( € [1,q1(0") = 1]), sj(0") =0
if g1(0’)—1=1, and (v) for any j( € [qyr) (o) +2, m]),
sj(0’) = 0 if gpery(0') +2 < m. Then, we show that there

Vopr(a”) } = Vorr (@)

exists an input o* € §* such that max { Vra(0”) Vra(0®)

in Lemma 3.10.
By the above lemmas, we can obtain the competitive ratio
of PQ as follows: For ease of presentation, we write s;(0*),

n(o*), gi(o*) and ki(o*) as sf, n*, g and kf, respectively.
* G
Vpo (0*)+X10 ;o K BY ™ «;
’ V, o* - V; o* - gt +1 —
po(0%) po (0*) BZJ'Z?? o
T
n « . .
] 19 _ n*41 -
1+ o= 2 — S g The last inequality fol
PR j=1 %
lows from Zi1® T j—(Z o YV o -
Zy+1 « Zy+1 Jj=x—17"1] £=j=x 7]

j=x-1%]J
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S D /(D g D o) = (@c10yi1)/
(Zﬁ)}q o; Zz’i; o) > 0. This gives an upper bound on the
competitive ratio of PQ.

On the other hand, we show that there exists some

i 5 Vopr (6) _ ; Oy ;
input 6 such that N _2—mmX€[1,m,1]{Z§§aj} in

Lemma 3.11, which presents a lower bound for PQ. Therefore,
we have the following theorem:

Theorem 3.1. The competitive ratio of PQ is exactly 2 —

. [o ]
MiNye(1,m-1 { ﬁ }
[ ! Yo

3.3. Competitive analysis of PQ

We give some definitions. For ease of presentation, an
event time denotes a time when an event happens, and any
other moment is called a non-event time. We assign index
numbers 1 through B to each position of a queue from the
head to the tail in increasing order. The jth position of Q@) is
called the jth cell. For any non-event time t, suppose that the
jth cell in Q) of PQ holds a packet at t but the jth cell ¢ in Q)
of OPT does not at t. Then, we call ¢ a free cell at t. Note that
any extra packet is accepted at a free cell. For any non-event
time t, let h/E\JL)G (t) denote the number of packets which an al-
gorithm ALG stores in QU at t. We first prove the following
lemma. (The lemma is similar to Lemma 2.3 in [2].)

Lemma 3.2. k;, = 0.

Proof. By the definition of PQ, PQ selects the non-empty
queue with the highest priority. Thus, h;fg) (t) < hg;',% (t) holds
at any non-event time t. Therefore, there is no free cell in Q(™
of OPT at any time. Since any extra packet is accepted to a free
cell, kpy=0. O

Next, in order to evaluate the total number of extra pack-
ets accepted at each Q@) (i e [1,n]), we construct some
matching between extra packets and PQ’s packets according
to the matching routine defined later. (Note that evaluating
the number of extra packets is related to the property (ii) of
S*.) Suppose that extra packet p is matched with PQ’s packet
p’ such that p and p’ are transmitted from Q@) and Q) re-
spectively. Then, the routine constructs this matching where
i < i. Let us explain how to construct the matching. We
match extra packet one by one with time. However, it is dif-
ficult to match an extra packet with PQ’s packet in a direct
way. Thus, the matching is formed in two stages. That is, at
first, for any free cell ¢, we match ¢ with some PQ’s packet p
when ¢ becomes free at an event time. At a later time, we re-
match the extra packet p’ accepted into ¢ with p at an event
time when OPT accepts p’.

In order to realize such matching, we first verify a change
in the number of free cells at each event before introduc-
ing our matching routine. We give some definitions for that
reason. For any event time ¢, t— denotes the non-event time
before t and after the previous event time. Also, t+ denotes
the non-event time after t and before the next event time.
The reason why we introduce such notation is that we avoid
unclear proofs and that we rigorously specify the location

of each packet in a buffer shortly before or after a mo-
ment when an algorithm processes (i.e., accepts or rejects) or
transmits a packet. Let fU)(t) denote the number of frege cells
in QU) at a non-event time t, that is, f0)(t) = max{hl(,g(t) .
hggT (t), 0}. Note that OPT does not reject any packet by our
assumption (Lemma B.1 in Appendix B).'Thus, for any non-
event time ¢, 37 hggT (t) > 0if 37, hl(,g(t) > 0.

Arrival event: Let p be the packet arriving at Q%) at an
event time t.

Case Al: Both PQ and OPT accept p, and
hig (¢ =)—h{py (t =) > 0: Since 09 (c+)=hi)(c—) +1
and h§)(t+) = h§p(t =) + 1. h§(E+) — h§p(t+) > 0.
Thus, the (h,(,’g (t—=)+1)st cell of Q¥ becomes free
in place of the (h(()’gT (t—)+1)st cell of QW. Hence
fO@E+) = O -).

Case A2: Both PQ and OPT accept p, and
hig (£ = )=hp, (£ =) < 0: Since h{)(t+)=hi)(t—)+1
and hQ (¢ +) = hS (6 =) + 1. bt +) —h(t+) <.
Since the states of all the free cells do not change before and
aftert, f®(t+) = f®(t—).

Case A3: PQ rejects p, but OPT accepts p: p is an ex-
tra packet since only OPT accepts p. p is accepted into the
(hg‘gT (t —) + 1)st cell, which is free at t—, of Q). hl(,’g (t+)=
hl(,’g (t—) =B, and hg‘P)T (t+) = hg;,)T (t =) + 1, which means
that fO(t+) = f®O@E-)-1.

Scheduling event:

If PQ (OPT, respectively) has at least one non-empty
queue, suppose that PQ (OPT, respectively) transmits a packet
from QW) (Q@, respectively) at t. .

CaseS: Z}';lh,(,’&(t —-)>0and E?;lhggr t-)>0:

CaseSl:y =z
Case S1.1: h,(,’g(t - )—h((,’gr t-)>0:

Since h{p(t+) =hip(t—)~1 and A3t +) = hp,
(t=)-1. hY(t+)-h$(t+)>0 holds. Thus, the
h(()yzzr (t —)th cell of Q¥ becomes free in place of the
hy (t —)th cell of Q). Hence f0)(t +) = fO) (¢ —).

- p® ) .
Case $1.2: hi)) (t = )~h$p (¢ =) < 0:

Since hl(,’g(t +) = hlg’g(t —-)-1 and th)T(t +) = th)T
(t =) —1 hold, hl%) t+)- hg;,)T(t +) < 0. Hence the states
of all the free cells do not change before and after t.

CaseS2:y > z:
Case S2.1: h,(f()l(t - )—hggr (t-)<0:

Since h{p) (t+) =h(t—) and hi.(t+) =hi.(t )
-1, h(z&(t +) < hggT (t + ). Thus, the states of all the free cells
of Q9 do not change before and after t.

Case $2.1.1: h}y (¢t = )~h3) (t - ) > 0:

Since ) (t+) =hi(t—)—1 and h(t+)=h3;

=), fOU+)=fO(t-)—1holds.
Case S2.1.2: h,(,‘g (t - )—h((,’gr t-)=<o0:
; ) ) ) )

Since hI(,VQ(t +)= h[%(t —)—1 and hg;,T(t +)= hg;,T
(t—), hl%) (t+) < h(()ygr (t + ). Hence, the states of all the free

cells of Q) do not change before and after t.
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Case S2.2: h,(,’()2 (t - )—hggr t-)=>0:
ho(t+)=hp(t—) and h§(t+) =hGy(t—) 1.
Thus, the hggT (t —)th cell of Q@ becomes free, which means
that f@(t +) = f@(t —) + 1 holds.
Case S2.2.1: hl(,’g(t —)-h (&t -) > 0:
Since h{p(t+) =hip(t—)~1 and A3t +) =hip,
(t=). fOU+)=fO@-)-1.
Case $2.2.2: h}) (t = )~h{p,(t - ) =< 0:

Since h()(t+) =hi(t—) 1 and h(t+)=h3;

(t-), h,(,’('z) (t+) < hg;,)T (t +), which means that the states of

all the free cells of QW) do not change before and after t.
CaseS3:y <z:
; (2) (2) itd
Since hPZQ(t +) = hPZQ(t —) = 0 by the definition of PQ, no
new free cell arises in Q?).
Case S3.1: h,(,’g (t - )—hggr (t-)>0:
Since h{p(t+) =hi(t—)~1 and A3t +) = hip,
=), fOU+)=fP(-)-1holds.
Case S3.2: h},’g(t - )—hg’gT(t -)<0:
Since hl(,”Q)(t +)= hg('z)(t —)—1 and hg;,)T(t +)= hg;,)T

(t—). hSy(t+) < hiy(t +) holds. Hence, the states of all

the free cells of QW) do not change before and after t.

Case S: 3T, hl(jg (t-)=0and Y7 hd) (e —) > o

Since the buffers of PQ are empty, there does not exist any
free cell in them.

Based on a change in the state of free cells, we match each
extra packet with a packet transmitted by PQ according to the
matching routine in Table 1. (All the names of the cases in the
routine correspond to the names of cases in the above sketch
about free cells.) We outline the matching routine. Roughly
speaking, the routine either adds a new edge to a tentative
matching if a new free cell arises (Cases A1, S1.1,52.2), or fixes
some edge if OPT accepts an extra packet (Case A3), while
keeping edges constructed before. In the other cases (Cases
A2, $1.2, S2.1, S3, S), the routine does nothing. Specifically,
both OPT and PQ accept arriving packets at the same queue in

Table 1
Matching routine.

Case A1, and they transmit packets from the same queue in
Case S1.1. Since the total numbers of free cells do not change
in these cases but the states of free cells do, the routine up-
dates an edge in a tentative matching, namely removes an
edge between PQ’s packet p and a cell that became non-free
and adds a new edge between p and a new free cell. When
the routine executes Case S2.2, the queue where OPT trans-
mits a packet is different from that of PQ. By the conditions
of the numbers of packets in their queues and so on (see the
condition of Case S2.2), a cell of OPT's queue becomes free.
The routine matches the cell with the packet transmitted by
PQ at this event. In Case A3, an extra packet is accepted into a
free cell c. Since c has been already matched with some PQ’s
packet p/, which can be proven inductively in Lemma 3.3,
the routine replaces the partner of p’ from c to p. Once an
extra packet is matched, the partner of the packet never
changes.

We give some definitions. For any packet p, g(p) denotes
the index of the queue at which p arrives. Also, for any cell
¢, g(c) denotes the index of the queue including c. We now
show the feasibility of the routine.

Lemma 3.3. For any non-event time t’, and any extra packet
p which arrives before t', there exists some packet p’ such that
PQ transmits p’ before t’, g(p) < g(p’) and p is matched with p’
at t'. Moreover, for any free cell c at t', there exists some packet
p’’ such that PQ transmits p’’ before t', g(c) < g(p”’), and c is
matched with p”" at t'.

Proof. The proof is by induction on the event time. The base
case is clear. Let t be any event time. We assume that the
statement is true at t—, and prove that it is true at t+.

First, we discuss the case where the routine executes Case
Al or S1.1 at t. Let ¢ be the cell which becomes free at t. Also,
let ¢’ be the cell which is free at t— and not free at t+. By
the induction hypothesis, a packet p which is transmitted by
PQ before t— is matched with ¢’ at t—. Then, the routine un-
matches p, and matches p with c by the definitions of Cases
A1 and S1.1. g(c) = g(c’) clearly holds. Also, since g(c’) < g(p)
by the induction hypothesis, the statement is true at t+.

Matching routine: Let t be an event time.

Arrival event: Suppose that the packet p arrives at Q%) at t. Execute one of the following three cases at t.

Case A1: Both PQ and OPT accept p, and h;,’g (t-)-hP (=) >0

Let cbe OPT's (hy), (t —) + 1)st cell of Q), which is free at t— but not at £+ Let ¢’ be OPT's (hy (¢ ) + 1)st cell which is not free at t— but is free at t+.
There exists the packet g matched with c at t—. (The existence of such q is guaranteed by Lemma 3.3.) Change the matching partner of g from c to ¢’.

Case A2: Both PQ and OPT accept p, and h;,’g (t- )—hg‘,ZT (t-)=<o0:
Do nothing.
Case A3: PQ rejects p, but OPT accepts p:

Let c be OPT's (hg‘,}T (t —) + 1)st cell of QW, that is, the cell to which the extra packet p is now stored. Note that c is free at t— but is not at t+. There exists the
packet ¢ matched with c at t—. (See Lemma 3.3.) Change the partner of q from c to p.
Scheduling event:If PQ (OPT, respectively) has at least one non-empty queue at t—, suppose that PQ (OPT, respectively) transmits a packet from Q%) (Q®@,

respectively) at t. Execute one of the following three cases at t.

Case S1.1: Z}Lh%(t -)>0, Z;."ﬂhgg,(t -)>0.y=zand h,(,‘g(t - )—hg;ZT(t -)>0:
Let c be OPT's h,%) (t —)th cell of Q¥), which is free at t— but is not free at t+. Let ¢’ be OPT's th)T (t —)th cell of QW), which is not free at t— but is free at t+.
There exists the packet ¢ matched with c at t—. (See Lemma 3.3.) Change the matching partner of q from c to c'.

Case S2.2: Z;';]h,‘;’&(t -)>0, Z}';,hggr (t-)>0,y>zand h;,’&(t —)-h,

(t-)=0:

Let c be OPT's hg,lr (t —)th cell of Q¥, which becomes free at t+. Since the packet p transmitted from Q%) by PQ is not matched with anything (see

Lemma 3.3), match p with c.
Otherwise (Cases $1.2, S2.1, S3, S):Do nothing.
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Next, we consider the case where the routine executes
Case A3 at t. Let p’ be the extra packet accepted by OPT at
t. Also, let ¢ be the free cell into which OPT accepts p’ at t.
By the induction hypothesis, a packet p which is transmitted
by PQ before t— is matched with c at t—. Then, by the defini-
tion of Case A3, the routine unmatches p, and matches p with
p’. g(c) = g(p’) holds by definition. In addition, g(c) < g(p)
by the induction hypothesis. Thus, g(p’) < g(p), which means
that the statement holds at t+.

Third, we investigate the case where the routine executes
Case S2.2 at t. Suppose that PQ transmits a packet p at t, and
the new free cell c arises at t. By the induction hypothesis,
any PQ’s packet which is matched with a free cell or an extra
packet at t— is transmitted before t. Hence, p is not matched
with anything at t—. Thus, the routine can match p with c at
t. Moreover, g(c) < g(p) by the condition of Case S2.2. By the
induction hypothesis, the statement is true at t+.

In the other cases, a new matching does not arise. There-
fore, the statement is clear by the induction hypothesis,
which completes the proof. O

In the next lemma, we obtain part of the properties of the
set S*.

Lemma 3.4. Let o be an input such that for some u( € [1, m]),
su(o) > B. Then, there exists an input & such that

for each j( e [1,m]),5;(8) < B, and ) <

Vopr (6)
Vpo(6) *

Proof. Let zbe the minimum index such that s;(o) > B. Then,
there exist the three event times tq, t;( > t1) and t3( > ty)
satisfying the following three conditions: (i) t; is the arrival
event time when the (B + 1)st packet which PQ accepts at
Q@ arrives, (ii) OPT does not transmit any packet from Q®@
during time (t;, t;), where t; is the event time when OPT
transmits a packet from Q@, (Since OPT accepts any arriv-
ing packet by our assumption, OPT certainly transmits at least
one packet from Q@ before t,.) and (iii) PQ does not transmit
any packet from Q@ during time (5, t3), where t5 is the event
time when PQ transmits a packet from Q. We construct o’/
by removing the events at t; and ¢, from o. Suppose that

Vopr (@) _ Vopr(@) ¢ ;
. we remove some events correspondin
Vpg(0) = Vpg(0)) ponding

to QU) in ascending order of index j in {x|sx(¢) > B}, then
we can construct an input & such that for each j( e [1, m]),

sj(6) < B, and VV‘;"QT(((;T)) “/fl’)’g (((f:)), which completes the proof.
Vopr (@) _ Vopr(a”)
Hence, we next show that Vha(@) < Voo "

First, we discuss the gain of OPT for o’. Let ALG be the
offline algorithm for o’ such that for each scheduling event
e in o/, ALG selects the queue which OPT selects at e in o.
We consider the number of packets in ALG’s buffer during
time (t1, t3) for o’. For any non-event time t( e (t;, t3)),

)

and any y( # z), hy(t) = hg;,)T (t). For any non-event time

t( € (t1, t2)), h,E‘ZL)G(f) = hggT(t) + 1. Also, for any non-event

time t( € (ty, t3)), hf(sz)c(t) = h(()zgr (t). By the above argument,
Vopr(0”) = Vaig(o’) = Vopr (o) — az.

Next, we evaluate the gain of PQ for ¢’. For notational
simplicity, we describe PQ for o’ as PQ’. First, we consider the
case where there does not exist any packet which PQ accepts
but PQ’ rejects during time (t;, t3). To evaluate the gain of

PQ’ in this case, we discuss the numbers of packets which

PQ and PQ’ store in their buffers after ¢;. For any non-event
time t( < (ty, &), X7, hf,g, (t) = X7y RS (£) + 1. For any

non-event time £, we define w(f) = arg max{j | hl(,g, (@) > 0}.

Specifically, hiei” (6) = hig® (6) +1. (We call this fact
the property (a).) Moreover, for any non-event time f( €
(62, t3)), Xy B3, (6) = Yo7y bl (6). However, if wit) >z,
then hf,gff” (t) = hia (1) + 1. Also, h[(f&/ (t) =i (6) — 1. 1f
w(t) = z, then for any j( € [1, m]), hl(,g, t) = h;g(t). For any
non-event time t( > t3) and any j( e [1, m]), hf,g, (t) = hip (©).
By the above argument, Vp (0”') = Vpg (07) — a; holds.
Secondly, we consider the case where there exists at least
one packet which PQ accepts but PQ’ rejects. Let t' be the
first event time when the packet p which PQ accepts but PQ’
rejects arrives. Then, suppose that t' e (t;, t;). By the defi-
nition of z, p arrives at Q@) such that z > z. By the prop-
erty (a), for j( e [1, m]), hl(,g, t'+)= hl(,g(t’ +). Thus, pack-
ets accepted by PQ during time (t/, t;) can be accepted by
PQ'. Only PQ accepts the packet arriving at Q@ at t, by the

definition of o’. Hence, hI(,ZQ), (th+) = hl(,ZQ)(tz +)—1, and for

any j( e [1, m]) such that j # z, h;g, (ty+) = h) (6 +). (We
call this fact the property (b).) If all the packets which PQ
accepts after t, are the same as those accepted by PQ’ after
ts, Vpo(0') = Vpg(0) — oz — @t Then, we consider the case
where there exists at least one packet p’ which PQ rejects but
PQ’ accepts after t,. By the greediness of PQ and the prop-
erty (b), for any non-event time t( > t;) and any y'( > z+ 1),

h%? (t) = h)(t). Hence, p' arrives at Q") for some 2( <
z). Let t’ be the event time when p’ arrives. For any j( € [1,
m]), h;,g, t"+)= hl(,g (t” +), which means that all the pack-
ets accepted by PQ are equal to those accepted by PQ’ after
t". Thus, Vpg (07) = Vp(0) — 0tz — a4+ 0ty < Vpg(0) — 0tz
Finally, we consider the case where t' € (t;, t3). By the
same argument as the case of t' e (t;, t;), we can prove
this case. Specifically, the number of packets which PQ re-
jects but PQ" accepts after t’ is exactly one. This packet ar-
rives at Q#"), where some 2"/ < z. Therefore, Vpo (') =
VpQ(O’) — 0z —Qy + 0y < VPQ(U) — 0.
Vorr (@) o Vac(0') _ Vopr(o)—az

By the above argument, Vra(@) = Vag(@") = Vag(o)—as

Vopr (o)
V(o) *

We give the notation. S; denotes the set of inputs o such
that for any j( € [1, m]), sj(0) < B. In what follows, we ana-
lyze only inputs in S; by Lemma 3.4. Next, we evaluate the
number of extra packets arriving at each good queue using
Lemma 3.3.

Lemma 3.5. For any x( € [1,n]), XL kg, < g 1155

Proof. By Lemma 3.3, each extra packet p is matched with a
packet p’ transmitted by PQ at the end of the input. In addi-
tion, g(p) < g(p’) if an extra packet p is matched with a packet
p’ of PQ Thus, kg, = 3jq,118) Koy i = (kg 4150 —
Kgn -++,and kg, < (7L 115)) — i, kg, Therefore, for any
x(ell,n]) Yilikg < Xilg1Sje O

Now we gradually gain all the properties of S* in the fol-
lowing lemmas while proving S* contains inputs ¢ such that

http://dx.doi.org/10.1016/j.comnet.2015.09.001
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Vopr(0) A - . )
Vro (@) is maximized. Specifically, for i=1,...,4, we con

struct some subset S;,; from the set S; in each of the fol-
lowing lemmas, and eventually we can gain S* from Ss. (We
have already obtained S; in Lemma 3.4.) It is difficult to show
all the properties of S* in one lemma, and thus we progres-
sively give the definitions of the S;,  that has more restrictive
properties than S;.

Next in Lemma 3.6, we discuss the condition of events
where the number of extra packets accepted into a good
queue Q@) (i  [1, n]) is maximized, and show that it is true
when kg, = 27:;1 .1 5j- Throughout the proofs of all the fol-
lowing lemmas, we drop o from sj(o), n(o), g;(0') and k(o).

Lemma 3.6. For any input o € Sy, there exists an input
6 (e 8y) such that (i) for any i( €[1,n(6)]), kqi(é)(ﬁ) =
S U | 5i(6). (i) forany j( € [1.q1(6) ~ 11). 5;(6) = 0if

Jj=q;(6)+1 ) ©)
5) iii) Vopr (0 Vopr (6
q1(6) —1 > 1, and (iii) Vra(0) < V@) "

Proof. For any input o € Sy, we construct o’ from o accord-
ing to the following steps. First, for each j( € [q;, m]), s; events
at which s; packets arrive at QY occur during time (0, 1).
Since s; < B by the definition of Sy, PQ accepts all the pack-
ets which arrive at these events. i ; kg, packets arrive af-
ter time 1, and PQ cannot accept them. Specifically, for any

i( € [1, n]), we define q; = Zg:fnjuﬂ s;j and ag = 0. Then,

for each x( € [0,n — 1]), a scheduling event occurs at each
integer time t = (X}_oa;) +1,..., Z’jf:g) a;, and an arrival
event where a packet arrives at Q- occurs at each time
t+ % After time (Z?:O a;) + 1, sufficient scheduling events
to transmit all the arriving packets occur.

For these scheduling events, PQ transmits a packet from
QU at t, where j is an integer between qn_x + 1 and qp_x,1.
Also, let ALG be an offline algorithm. ALG transmits a packet
from Q- at t. Since for any i( € [1, n]), at least one extra
packet arrives at Q@) s, = B holds. Hence, since for any i( e

[1,n]), h,(,‘g) (1 —) =B, PQ cannot accept the packet which ar-
rivesateacht + % However, ALG can accept all these packets,

which means that ALG is an optimal offline algorithm. Then,
n(o’) = n, and for any i( € [1, n]), g;(c”’) = q;.

By the above argument, Vpo (o) = Vpg (o) — Z?;l
Furthermore, for each i( e [1, n]), kq;(0”) = Zj':qliﬂ sj. By
these equalities, Vyc(0') =Vpo(0') + X1 g kg (o) =

i -1
Voo (0) + Xl g (X154 1 5) = X7y ety = Vg (0) +
ag ( Z?ﬂ}lﬁl $j) + L=z (g = g, 1)( Z?lt,lﬂ $j) =
Z?‘; ajs;. Since YIL kg < YT, 1s; by Lemma 3.5 and
Qi1 =M, Varg(0") = Vo (0) + aq (XL kgp) + D y—p (g, —
-1
g, ) (Xilxkg) = X517 aysj = Vo (0) + XLy g kg, —

q1-1 q1—1
b1 sj=Vopr (o) = 351, ajs;.

Olij.

qi-1
Therefore, Yorr(@) _ Vag(@) - V"”T(‘T)fzjll1 “i%i - Vopr(o)
Vpo (o) Vpo(o') = VPQ(U)*Z;E; ajs; = Vpo (o)
Moreover, by the definition of o/, o’ satisfies the condition
(ii) in the statement, which means that S; includes o/. O

In light of the above lemma, we introduce the next set of
inputs. S, denotes the set of inputs o ( € S7) satisfying the
following conditions: (i) for any i( € [1, n]), kg, = Z?’:{;_H S},
(ii) for any j( € [qq, m]), s; < B, and (iii) for any j( € [1,q; —
1]),5] :Olfql -1 > 1.

Lemma 3.7. Let 0 ( € Sy) be an input such that for some z( <
n(o) —1), qz(0) +1 < qz41(0). Then, there exists an input
6 (€ Sy) such that (i) foreachi( € [1,n(6) —1]), qi(6) +1 =

Gi41(6) and ky (5 (6) = B, and (ii) % < ‘@J"QT(‘(;’;.

Proof. For any j( € [1, m]) such that j # q,,1 — 1, we define
53. = ;. Also, we define sfh+14 = B.(See Fig. 1.)

We construct o’ from o in the following way. This ap-
proach is similar to those in the proof of Lemma 3.6. First,
for each j( € [qq, m]), 53 events at which sg. packets ar-
rive at QU) occur during time (0, 1). Since s < B by def-
inition, PQ accepts all these packets. In addition, for any
i( € [1, z]), we define q; = q;. We define ¢, =q;;1 — 1.

For any i( e [z+1,n+1]), we define qfﬂ = q;. Moreover,
!

for any i( e[1,n+1]), we define q; = 27’”3*" s’ and
J=Gy 1)

Empty cell

o i et
OPT 's buffer: D D D
LI
I
L
|
.
matching L[| |
T Gz41
PQ's buffer

Illil
-
n
- '

Fig. 1. Example states of queues (g, through g,. 1) of OPT and PQ for o and o”. Left (Right) queues show the states for o (o).

Stored packet

-

S5 i
il
1-a001 |
L | f

i
L

matching

........... PR |
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ap=0. For any x( € [0, n]), a scheduling event occurs
at each integer time t = (}-}_ga;) +1,..., Z’ing) a;. Also, an
arrival event where a packet arrives at Q(qn—m) occurs at
eachtimet + J. After time (Z’}:& a;) + 1, sufficient schedul-
ing events to transmit all the arriving packets occur.

Then, PQ transmits a packet from QU) at t, where j is an
integer betweenq;_, , +1andgq;_, ,.Let //\LG be an offline
algorithm which transmits a packet from Q1) att. By the
”R1_)_3Tmm
PQ cannot accept any packet arriving at t+ 1 7 but ALG can
accept all the arriving packets. That is to say, ALG is optimal.

By the above argument, Vpg (o) = Vpo (o) + Og, 11 (B—
Sq,.,~1)- Furthermore, for any j(# 4z, qz41—1), kj(0’) =
kj. Also, kq,(0") = kg, — Sq,,,-1 and quﬂ,](a’) = B. Also,
for any i(e[1,n+1]), gi(c) = qj. Moreover, Vopr(c”) =

!
Varg(0') = Vg (0) + X1 g o1y kg0 ()

By the above equalities, Z?z(({ ) .01 kg0 (0) =
(X1 agikq) — tg.Sq,, -1 +ag, 1B = (L agkg) +

(o)
i g0 kg 01 (@) -

definition of g/, for any i( € [1.n+1]), h

Hence,

O[QZH_] (B - SQZH_])'

Vpo (@) =
(X0 agikg)+og  _1(B=sg 1) ag:k

) Oy 10 gy va L. Therefore,

PQ Gz41-1 qz+} -1 PQ

/ n(o’)

Vopr(e) PO qonbaon @)y B agky _
Vpo(o’) — Vpg (o) - Vpo(o)
Vorr (9)
Vpg (o) *

By the definition of ¢/, S, includes o’. By the above ar-
gument, for any z' such that g, + 1 < q,.,4, we recursively
construct an input in the above way, and then we can obtain
an input satisfying the lemma. O

We define the set S3 of inputs. S3 denotes the set of inputs
0 (€ S,) such that (i) for each i( e [1,n—1]), ¢; + 1 = g1,
(ii) for eachi( € [1,n — 1]), kg, = B, (iii) for each j( € [q1, gn]),
sj =B, (iv) for any j(e[1,q1 —1]),s;=0ifq; —1>1, and
(v) for each j( € [gn +1.m]), s; <B.(By Lemma 3.2, gn + 1 <
m.)

Lemma 3.8. For any input o(eS3), there exists

an input o’(e83;) such that (i) Sqn(a)(ﬁ)+u+1(g/):
Z?Lq (@)+1%(@)

(ZT=qn<U)(0)+1 sj(0)) —uB, where u=|—"2p— |

and for any j( € [qno)(0), dn)(0) +ul), sj(c’) =B, and

Vorr (@) _ Vopr(a')
() oo = Vog@ -

Proof. For any j( € [1, gn]). we define s7=s;. Further-
more, for each j( € [qn + 1. qn + u]), we define s” = B, and

J
qn+u+1 (Zj ant1 Sj) — uB. Also, for each j(e[gn+u+
2.m)), wedeﬁnesj’ Oifgn +u+2<m.

We construct ¢’ from o in the following way. This
approach is similar to those in the proof of Lemmas 3.6

and 3.7. First, for each j( € [qq, m]), ’f events at which
s] packets arrive at QY occur during tlme (0, 1). Since

s}’ < B by definition, PQ accepts all these packets. Then,

for any i( € [1, n]), we define g; = Y I
]—qn+1—l+1

ap =0. For any x(e[0,n—1]), a scheduling event oc-

curs at each integer time t= (X} a;) +1,.. Z’f’(]) a;.

sj, and

Also, at each time t + % an arrival event where a packet
arrives at Q(n—) occurs. After time (Y], a)) +1, suffi-
cient scheduling events to transmit all the arriving packets

1

occur. Vp(0') =Vpo(0) = X1y 1 s+ Z?";”I] J
+1

and  Vopr(0”) =Vopr (0) — XLq, 41 @jsj + Xty @S]

H m X qn+u+l 7
Since —Zj a1 %S+ Z} ani1 %S <0 by definition,
qn+u+1
Vopr(a”) _ Vorr(@)— Yilgan JJ+Zjnqn+1 st > Yorr©@)  More-
Vpo(a”) dn-+u-+1 = Vpg(o) * ore
Q o (0)— Z] qn+1 a}SJ+Z) qn+1 ajsj Q

over, by the definition of ¢/, 0’ € S3 holds, and o' satisfies
the condition (i) in the statement. [J

We next introduce the set S, of inputs. Let S, denote
the set of inputs o ( € S3) satisfying the following five con-
ditions: (i) for eachi( € [1,n — 1]), q; + 1 = qj,1, (ii) for each
i(e[1,n—1]), kg, = B, (iii) for each j( € [qq, qn]), s; = B, (iv)
for any j(e[1,q; —1]), s;=01if gy —1>1, and (v) there
exists some u such that 0 <u <m - gy, — 1. Also, for any
jCelgn.qn+ul), sj =B, B=sg,1us1 = 1, and for any j( e
[qn+u+2.m]),s;=0if g +u+2 <m.

Lemma3.9. Leto ( € S4) be aninput such that g, (o) +2 <
m, sqn(a)(g)ﬂ(a) =B, and Z;‘n=qn(g)(a)+2 sj(0) > 0.

Then, there exists an input & ( € Sy) such that (i) n(6) =
n(o) + 1, (ii) for each i( € [1,n(6) — 1)), q;(6) = q;(0), and

Un(6)(6) = Un(o) (0) + 1. and (iii) (2L < orrie).

Proof. We construct ¢’ from o as follows: First, for each

jC € [q1, m]), s; events at which s; packets at QU) arrive oc-

cur during time (0, 1). Since s; < B by the definition of S,
PQ accepts all these arriving packets. For any i( € [1, n]),
we define q; = q;, 4, = qn + 1 and q;,,, = m. Moreover, for
_ ql"l+3 i ) _
= qu;ﬂ 1 sjand ag = 0.
[0, n]), a scheduling event occurs at each

integer time t = (}j_oa;) +1,..., Z’J‘“ a;. In addition, for
any x( € [0, n]), an arrival event where a packet arrives at
Qn+1-x) occurs at each time ¢ + 1. After time (Z”“ a;) +1,
sufficient scheduling events to transmlt all the arrlvmg pack-
ets occur.
Then, the packets which PQ transmits at each scheduling
event for o are equivalent to those for o. Consider an offline

algorithm ALG which transmits a packet from Q(qﬁﬂ x’ att. By

the definition of g}, since forany i(  [1,n + 1]), h(q )(1 -) =
B, PQ cannot accept any packet which arrives at eac time t +
%, but ALG can accept all the packets, which means that ALG
is optimal. Hence, n(6’) =n+1, and for any i( € [1,n + 1]),
qi(0’) = 4.

Since for any j( e [1, m]), sj(0') =sj, Vpg(o)) =
Vpo(o). Moreover, for any i(e[1,n—1]), kg (0') = kg,
kg, (') = Sg,11, and kg, 1 (0") = XL, 15 sj. Therefore, 0’ €
S4 holds, and o’ satisfies the conditions (i) and (ii) in the
statements. Also, Vopr (0”) = Vaig(0”) = Vopr () + (@gu+1 —
gy) YiLgu42 5 = Vorr (). O

Ss denotes the set of inputs o ( € S4) satisfying the fol-
lowing six conditions: (i) for each i( e [1,n—1]), g;+1=
qit1. (ii) for each i( e [1,n—1]), kg, = B, (iii) for each j( €
(41, qn]). s; =B, (iv) for any j( € [1,q; — 1]), s; = 0 holds if
g1 —1=1, (V) kg, =Sg,+1 (By Lemma 3.2, gn +1 < m.) and

Ao
any i( € [1,n+ 1]), we define g;

Then, for any x(
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Empty space

Stored packets

OPT (Case 1) :

OPT (Case 2):

Fig. 2. States of queues at time 2.

OPT (Case1.1) :

OPT (Case1.2) :

Fig. 3. States of queues at time 4 via Case 1.

1 < 54,41 < B, and (vi) for any j( € [qn + 2, m]), s; = 0 holds
ifgn +2 <m.

Lemma 3.10. For any input o ( € S5), there exists an input
N . Ay .oy Vopr (o)
6 (€ 8s) such that (i) sqn@(&)ﬂ(cr) =B, and (ii) % <

Vopr (6)
Vpo(6) *
That is, there exists an
Vopr(0”)y _ Vopr(o*)
maxo: (Vo | = Vhgion

input o* e S8* such that

Vopr(o) _ Vpo(0)+X 1L, ag;

Vpg(o) Vpg(0)
-1

B(Z?qu o) +0gnSqy+1

q
BOX Ly, @) +0gn+15gn 41

) kg:
Proof. Since o € S5 holds, <14

B( 2?2;11 )+l Sqn 11
S S -

define as x(sg, +1)-
Let 07,09 €8s be any inputs such that (i) n=
n(oy) =n(oqy) +1, (ii) for any i(e[l,n—-1]), gq;=
gi(o1) = qi(02), (iii) gn = qn(02), and (iv) s;, ,41(01) =B
and sg,;1(02) =B. Then, since x(sg,+1) is mono-
tone (increasing or decreasing) as sg,,1 increases,

Vorr (0) Vorr(o1)  Vopr(02) A
Vra(0) < max{ Ve (01 * Ve (01) }. Therefore, let & be the

input such that & € arg max{ ‘(};”QT ((;1)) , ‘(}l’)’g ((522))

that the statement is true. [

, which we

}, which means

Lemma 3.11. The competitive ratio of PQ is at least 2 —
. 2
mmxdl,m—l]{%}-
Proof. Consider the following input o. Define m'e
argminxe[l'm_]]{gﬁiﬂa}. Initially, (m’ + 1)B arrival events
j=1%j

happen such that B packets arrive at Q(1) to Q"'+ Then,
for k=1,2,...,m’, the kth round consists of B scheduling
events followed by B arrival events in which all the B packets
arrive at Q(m'—k+1),

For o, PQ transmits B packets from Q™ —k+2) at the kth
round. As a result, PQ cannot accept arriving packets in

the same round. Hence, Vpg (o) = BZ}";“ a; holds. On the

other hand, OPT transmits B packets from Q™ —k+1) at the
kth round, and hence can accept all the arriving packets.

/ v,
Thus, Vopr(0) =2BY 1L & + Bdtyy . Therefore, %((g)) =

/
m
221-:1(11--%—0(”1/“ _ 9 _ Y/ 41
m'+1 . - m+1
Yl @ Yl @
Ss.) O

. (It is easy to see that o ¢

4. Lower bound for deterministic algorithms

In this section, we show a lower bound for any determin-
istic algorithm. We make an assumption that is well-known

to have no effect on the analysis of the competitive ratio.
We consider only online algorithms that transmit a packet
at a scheduling event whenever their buffers are not empty.
(Such algorithms are called work-conserving. See e.g. [9].)

Theorem 4.1. No deterministic online algorithm can achieve a

e . 3,2
o tac+o
competitive ratio smaller than 1 + a3 302 +datl”

Proof. Fix an online algorithm ON. Our adversary constructs
the following input o. Let o(t) denote the prefix of the in-
put o up to time t. OPT can accept and transmit all arriv-
ing packets in this input. 2B arrival events occur during time
(0, 1), and B packets arrive at Q(1) and Q(™), respectively. In
addition, B scheduling events occur during time (1, 2). For
o (2), suppose that ON transmits B(1 — x) packets and Bx ones
from Q) and Q™), respectively. (See Fig. 2.) After time 2, our
adversary selects one queue from Q(¥) and QU™, and makes
some packets arrive at the queue.

Case 1: If «x > 1 — x:B arrival events occur during time (2,
3), and B packets arrive at Q(*). Then, the total value of packets
which ON accepts by time 3 is (o + 1+ 1 — x)B. Moreover, B
scheduling events occur during time (3, 4). For o(4), suppose
that ON transmits B(1 — y) packets and By packets from Q(!)
and Q(™), respectively. (See Fig. 3.) After time 4, in the same
way as time 2, our adversary selects one queue from Q') and
Q‘™), and makes some packets arrive at the queue.

Case 1.1: If a(x+y) > 1 —y:B arrival events occur dur-
ing time (4, 5), and B packets arrive at Q). Furthermore, 2B
scheduling events occur during time (5, 6).

For this input, Von(0) = (@ +1+1—-x+1-y)B, and
VOPT(U) = (a +14+1+ ])B

Case 1.2: If a(x+y) <1 —y:B arrival events occur dur-
ing time (4, 5), and B packets arrive at Q™). Moreover, 2B
scheduling events occur during time (5, 6).

For this input, Voy(0) = (¢ +1+1 —x+ a(x+y))B, and
VOFT(J) = (a +14+1 +ot)B

Case 2: If ax < 1 — x:B arrival events occur during time
(2, 3), and B packets arrive at Q™). Then, the total value of
packets which ON accepts by time 3 is (« + 1 + ax)B. More-
over, B scheduling events occur during time (3, 4). For o(4),
ON transmits B(1 — z) packets and Bz ones from Q(!) and Q(™),
respectively during time (3, 4). (See Fig. 4.) After time 4, in the
same way as the above case, our adversary selects one queue
from Q) and Q™), and causes some packets to arrive at the
queue.

Case 2.1: If oz > 1 — x+ 1 — z:B arrival events occur dur-
ing time (4, 5), and B packets arrive at Q). Also, 2B schedul-
ing events occur during time (5, 6).
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OPT (Case 2.1) -

OPT (Case 2.2)

Fig. 4. States of queues at time 4 via Case 2.

For this input, Voy(o) = (¢ +1+ax+1—-x+1-2)B,
and Vopr(0) = (¢ +1+a + 1)B.

Case 2.2: If xz <1 — x+ 1 — z:B arrival events occur dur-
ing time (4, 5), and B packets arrive at Q™). In addition, 2B
scheduling events occur during time (5, 6).

For this input, Vpy(0) = (¢ +1+ax+az)B, and
Vorr(0) = (¢ + 1+« + o)B.
By the above argument, we define c¢;(x)=
H a+1+141 a+l+l+a —
miny max{ T sty and X)) =
i at+1+a+1 atlta+a VOPT(O')
minz max{ a+1+ax+1-x+1-z° a+T+ax+az }. Then, Von(@) =
miny max{c; (x), c;(x)}.
3 inimi o+14+1+1 oa+1+1+a
c1(x) is minimized when X1 = et xta(y)”
_ a(@+3)+(—e?—da+1)x )
Then,y = Iisa2 . Thus, C]1 (*) T
; S at+l+o+ _ _a+liota
Co(x) is zmlmmlzezd when =2 = arTraxiaz’
_ a?+6a+1+(a?—4a—1)x S _20?+5a+1
Ther%’ z= 20245041 - Hence, ?2 *) = o?4Aat1+alx’
Finally, minymax{c;(x), cy(x)} is minimized when
2 2
_ 7 ac+50+2 20°+50+1 _
1) =2 (%), that4 153 az-;4a+2—x T a2 4+da+14a2x’ There
: _ o H4aP e+ : >
fore, since x = A aed rant g Miny max{c; (x), (%)} >
et 503 +0? +5041 _ q o3+l ta 0
a4+403+302+4a+1 ad+403 4302 +4a+1"

5. Concluding remarks

A lot of packets used by multimedia applications arrive
in a QoS switch at a burst, and managing queues to store
outgoing packets (egress traffic) can become a bottleneck. In
this paper, we have formulated the problem of controlling
egress traffic, and analyzed Priority Queuing policies (PQ) us-
ing competitive analysis. We have shown that the compet-

itive ratio of PQ is exactly 2 — minxdlvm_”{ ZX“ -}. More-
: a3+a?ta _
over, we have shown that there is no 1+ PSPV o

competitive deterministic algorithm.

We present some open questions as follows: (i) What
is the competitive ratio of other practical policies, such as
WRR? (ii) We consider the case where the size of each packet
is one, namely fixed. In the setting where packets with vari-
able sizes arrive, what is the competitive ratio of PQ or other
policies? (iii) We are interested in comparing our results with
experimental results using measured data in QoS switches.
(iv) The goal was to maximize the sum of the values of the
transmitted packets in this paper, which is generally used for
the online buffer management problems. However, this may
not be able to evaluate the actual performance of practical
scheduling algorithms correctly. (We showed that the worst
scenario for PQ is extreme in this paper.) What if another
objective function (e.g., fairness) is used for evaluating the
performance of a scheduling algorithm? (v) An obvious
open question is to close the gap between the competitive
ratio of PQ and our lower bound for any deterministic
algorithm.

Acknowledgments

This work was supported by J]SPS KAKENHI Grant number
26730008.

Appendix A. Comparing both upper counds
Our upper bound is

ST
min X+1 = 1 + i+} !
it O it o

and the upper bound by Al-Bawani and Souza [2] is

. (0%
2 x+1

xe[1,m—-1] xe[1,m-1]

Ojq— O o
TN =14 max 1
Ajiq jeltm=1] | ®j11q

Now we show that
X
- o o
219 < max I
jeltm=1] | @j4q
L} and be

2 — min
jell.m—1]

l? 1 x+1
xellm-1] | 375

Define ae arg max]s[l m— 1]{

®j+1

arg MaXye (1, m— 1]{ } Then, we have that

Zxﬂ

b
Zj 10‘1‘
Z] 1“1

b
21

b
o1+ D5

b
®a 21O

- b
a1 370 Ay

Appendix B. Restriction of input

Lemma B.1. Let o be an input such that OPT rejects at least one
packet at an arrival event. Then, there exists an input o’ such

that ‘(}”’T(((f)) < “/};‘Z (((‘77,/)) and OPT accepts all arriving packets.

Proof. Let e be the first arrival event where OPT rejects a
packet, let p be the arriving packet at e, and let t be the event
time when e happens. We construct a new input o’’ by re-
moving e from a given input o. Then, PQ for o’/ might accept
a packet g which is not accepted for o after t. Suppose that
PQ handles priorities to packets in its buffers, and transmits
the packet with the highest priority at each scheduling event.
Let Q) be a queue at which p arrives at e. Then, at a schedul-
ing event after t, a priority which PQ handles to a packet in
QUY) (j <1i)for o’ is higher than that for o. However, a pri-
ority which PQ handles to a packet in QU) (j > i) for o’ is
equal to that for o. Thus, a time when a packet is transmit-
ted from QU0 (j > i) in o’ is the same as that in o. Also,
the number of packets which PQ stores in Q) (j > i)ino”’ is
equivalent to thatin o. Let k be the integer such that ¢y, is the
value of q. Then, i > k holds. Hence, Vpg(c”") < Vpg(o). On the
other hand, Vopr (6”") = Vppr (o). According to the inequality

and the equality, % < VOPT((",,)) As a result, we construct
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a new input o’ by removing all arrival events at which OPT

; Vopr (@) _ Vopr(o”)
rejects a packet from o . Then, Vo (o) < V(@) "
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