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#### Abstract

It is widely accepted that next-generation networks will provide guaranteed services, in contrast to the "best effort" approach today. We study and analyze queueing policies for network switches that support the QoS (Quality of Service) feature. One realization of the QoS feature is that packets are not necessarily all equal, with some having higher priorities than the others. We model this situation by assigning an intrinsic value to each packet. In this paper we are concerned with three different queueing policies: the nonpreemptive model, the FIFO preemptive model, and the bounded delay model. We concentrate on the situation where the incoming traffic overloads the queue, resulting in packet loss. The objective is to maximize the total value of packets transmitted by the queueing policy. The difficulty lies in the unpredictable nature of the future packet arrivals. We analyze the performance of the online queueing policies via competitive analysis, providing upper and lower bounds for the competitive ratios. We develop practical yet sophisticated online algorithms (queueing policies) for the three queueing models. The algorithms in many cases have provably optimal worstcase bounds. For the nonpreemptive model, we devise an optimal online algorithm for the common 2 -value model. We provide a tight logarithmic bound for the general nonpreemptive model. For the FIFO preemptive model, we improve the general lower bound to 1.414 , while showing a tight bound of 1.434 for the special case of queue size 2 . We prove that the bounded delay model with uniform delay 2 is equivalent to a modified FIFO preemptive model with queue size 2 . We then give improved upper and lower bounds on the 2-uniform bounded delay model. We also show an improved lower bound of 1.618 for the 2 -variable bounded delay model, matching the previously known upper bound. © 2004 Elsevier Inc. All rights reserved.
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## 1. Introduction

Currently, the internet infrastructure employs "best effort" policy for all traffic streams, providing no guarantee on packet delivery. The uncertainty of its performance is not satisfactory for many network applications. The widely foreseen next-generation networks will provide guaranteed services to meet various user demands. This gives rise to the recent interest in the Quality of Service (QoS) feature.

This vision has been around the networking community for more than a decade [10]. For instance, ATM networks serve as an example of a unified architecture that supports a diverse set of service classes. Of late, there has been tremendous interest in IP in providing differentiated services via QoS guarantees. The basic methodology of QoS is rather intuitive-committing resources to each admitted connection. Thus, the network is capable of providing different users with different classes of service. In particular, a contract between users and service providers ensures that the network maintains the performance guarantees provided the users stick to their commitments about traffic generation.

However, due to a variety of reasons, the incoming traffic patterns may not coincide with that specified in the service contract. A typical situation is that the traffic from the user does not conform to the patterns defined in the contract. The difficult situation is when the traffic exceeds the allocated bandwidth at some point. Another equally serious problem is that by guaranteeing the worst-case performance, the QoS network might not be efficient due to its conservative policy, as network traffic tends to be bursty. Recognizing this phenomenon, most modern QoS networks allow some "overbooking," employing the policy popularly known as statistical multiplexing [4]. In either case, QoS networks must resolve the unavoidable issue of overloading. This paper analyzes the performance of queueing policies under overloading situations using competitive analysis.

In the past few years the networking community has had an increasing interest in QoS networks [3,7-9]. A major new paradigm suggested is the assured service [2]. This service has a loose guarantee in which traffic conforming to the specified pattern is much less likely to be interrupted in the network. This approach leads to two types of packets in the system: those of high priority (conformed traffic) and those of low priority (unconformed traffic). High priority packets stands less chance of being dropped by the network.

We abstract the above problem as follows: We assume a value associated with each packet: value 1 for the low priority packets, and value $\alpha>1$ for the high priority packets. This is called the 2 -value model. For differing network requirements, we can adjust $\alpha$ to achieve the desired performance guarantee. We also consider the extension where packets take on arbitrary values in the range $[1, \alpha]$. We assume that the queue can hold up to $B$ packets. The goal is to maximize the total value of the packets transmitted. In terms of competitive analysis, we compare the total value of the packets transmitted by an online algorithm to that of the optimal offline algorithm. We say that an online algorithm has a competitive ratio of $\beta$, if for any packet arrival sequence, the total value transmitted is at least $1 / \beta$ fraction of that of the optimal. This paper provides upper and lower bounds for the competitive ratios on three different queueing policies. The nonpreemptive policy transmits all packets admitted into the queue; observe, under this policy, the queue can easily maintain a FIFO order. The FIFO preemptive policy is allowed to drop packets
already admitted to the queue. The bounded delay policy, on the other hand, transmits packets in any order, but each packet must be transmitted before a fixed deadline.

The nonpreemptive policy for the 2-value model was first proposed by Aiello et al. [1], who studied four different queueing policies. Each of these four policies has competitive ratio strictly worse than the known lower bound of $(2 \alpha-1) / \alpha$. We present a practical online algorithm and prove that its competitive ratio is precisely $(2 \alpha-1) / \alpha$, thereby completely solving the problem for this case. For the general model, where the packet values lie in the range $[1, \alpha]$, we establish matching upper and lower bounds of $\Theta(\log \alpha)$.

The FIFO preemptive policy has been studied extensively. The 2 -value model was considered by Kesselman and Mansour [5], who provided approximately tight bounds for large values of $\alpha$ and $B$. We concentrate on the general model, of which previous lower and upper bounds were developed by Kesselman et al. [4] and Kesselman et al. [6]. In particular, the lower bound is 1.281 , and the upper bound is 1.983 . We establish tight upper and lower bounds of $(5+\sqrt{13}) / 6 \approx 1.434$ for $B=2$. As a byproduct of our techniques, we improve the lower bound for general queue sizes to $\sqrt{2} \approx 1.414$.

Our techniques for the FIFO preemptive policy apply to the bounded delay policy as well. In particular, we show that the modified FIFO preemptive model with queue size 2 is equivalent to the 2 -uniform bounded delay model, where each arriving packet must be transmitted within the next 2 time units. We establish upper and lower bounds of 1.414 and 1.366 , respectively. This is an improvement upon the previous bounds of 1.434 and 1.25 , respectively, due to Kesselman et al. [4]. For the model where some of the arriving packets must be sent out within one time unit, namely, the 2 -variable bounded delay model, we establish a lower bound of 1.618 . This is an improvement of the previous lower bound of 1.414 and matches the upper bound due to Kesselman et al. [4].

The rest of the paper is organized as follows, Section 2 gives a tight analysis for the nonpreemptive model, Section 3 deals with the FIFO preemptive model, Section 4 presents results for the bounded delay model, finally Section 5 concludes with open problems.

## 2. Nonpreemptive queueing policy

We first consider the 2 -value nonpreemptive model. Consider a switch buffer (queue) with enough memory to hold $B$ packets (or $B$ slots). Packets have identical size and occupy one slot each. A low priority packet has benefit 1 , while a high priority packet has benefit $\alpha>1$. Upon the arrival of a packet, the queueing policy (online algorithm) has to decide immediately whether to accept the packet in the queue, or reject it. Rejected packets are lost forever. Accepted packets stay in the queue, and get transmitted at a rate of 1 packet per time unit. When a queue is full (i.e., contains $B$ packets), no more packets can be accepted, until some packets are transmitted to free up the queue space. For convenience, we assume that packets are transmitted at integral times, i.e., at each integral time, the number of packets in the queue (if nonzero) goes down by one. In addition, no two packets arrive at the same time and no packet arrives at integral times. ${ }^{2}$ The aim of the queueing policy is

[^1]to maximize the sum of the benefits of all packets that get transmitted. For convenience, time starts at 0 . We use $j$ and its related forms $j^{\prime}$ etc. to denote integral times, use $t$ and its related forms $t^{\prime}$ etc. to denote nonspecific times.

Aiello et al. [1] showed that for a particular value of $\alpha$, there is a general lower bound for any type of online algorithms. For the sake of completeness, we provide the proof below. From now on, we use $O P T$ to denote the optimal offline algorithm. And for convenience, we use H.P. to denote "high priority," and L.P. to denote "low priority."

Theorem 1. Any online policy (deterministic or randomized) has a competitive ratio of at least $(2 \alpha-1) / \alpha$.

Proof. At time $t$ (where $0<t<1$ ), suppose $B$ L.P. packets arrive one after another, infinitesimally apart from each other. ${ }^{3}$ Let $x$ denote the expected number of L.P. packets the online algorithm accepts. If $x \leqslant(\alpha /(2 \alpha-1)) B$, then the adversary does not release any new packets. $O P T$ would have accepted and transmitted all $B$ packets. And so the online algorithm transmits no more than $\alpha /(2 \alpha-1)$ fraction of the packets. Otherwise, $x>(\alpha /(2 \alpha-1)) B$, and the adversary will release $B$ H.P. packets at time $t^{\prime}$ (where $t<t^{\prime}<1$ ). OPT then would have rejected all the L.P. packets, and accepted all $B$ H.P. packets. The online algorithm at best can accept an additional $B-x$ H.P. packets before the queue becomes full. It follows that the competitive ratio is at least

$$
\frac{B \alpha}{x+(B-x) \alpha} \geqslant \frac{(2 \alpha-1) \alpha}{\alpha+(\alpha-1) \alpha}=\frac{2 \alpha-1}{\alpha} .
$$

We now present the Ratio Partition policy, which builds on early policies given in [1], and show that it's competitive ratio is indeed $(2 \alpha-1) / \alpha$.

We use $R P$ to denote the Ratio Partition algorithm. $R P$ always accepts H.P. packets as long as the queue is not full (i.e., there is free slot), and conditionally accepts L.P. packets, guaranteeing that there is a good mix of H.P. and L.P. packets in the queue. We introduce the concept of "matching." L.P. packets are either matched with H.P. packets, or unmatched. Initially, $R P$ accepts a L.P. packets as unmatched. An accepted H.P. packet is matched up to $\alpha /(\alpha-1)$ unmatched L.P. packets currently in the queue, starting with the earliest. In the case of $\alpha /(\alpha-1)$ not integral, we allow the number of matched L.P. packets to be fractional, since matching is only conceptual. We define the "threshold ratio" of the queue as the total number of unmatched L.P. packets vs. the total number of free slots in the queue. When a L.P. packet arrives, $R P$ accepts only if afterwards the threshold ratio is at most $\gamma=\alpha /(\alpha-1) .{ }^{4}$ We call $\gamma$ the threshold parameter.

We illustrate the algorithm using a concrete example. Let's suppose $B=12, \alpha=2$, and initially the queue is empty. The threshold parameter $\gamma$ is then $\alpha /(\alpha-1)=2$ in this case. Now 6 L.P. packets arrive, $R P$ will be able to accept all 6 of them, because the threshold

[^2]ratio afterwards is $6 / 6=1<2$ (the queue contains 6 unmatched L.P. packets and 6 free slots). Then two H.P. packets arrive, $R P$ accepts both. Now each H.P. packet is matched up to 2 unmatched L.P. packets in the queue. So the queue content is now 4 matched L.P. packets, followed by 2 unmatched L.P. packets, followed by 2 H.P. packets, and finally 4 free slots. Then suppose 4 more L.P. packets arrive, $R P$ will only accept the first two, because afterwards the threshold value is $4 / 2=2$. Any additional acceptance of the L.P. packet will raise the threshold ratio above 2 . But after the queue transmits some packets, more free slots are introduced, or some unmatched L.P. packets have departed, $R P$ will be able to accept more L.P. packets.

We now turn to the competitive analysis of $R P$. Before analyzing $R P$, we first bring more structure to $O P T$ without changing its optimality.

Lemma 1. We can freely exchange any two packets' positions in OPT's queue at any time, without changing the total value of the packets transmitted by OPT.

Proof. Since every packet accepted to the queue is always transmitted, it doesn't matter in which order they are sent in terms of total value transmitted. In fact, the total value of the packets transmitted is the same as the total value of the packets accepted. Thus in the analysis below, we sometimes argue in terms of packets accepted, whenever convenient.

Lemma 2. If OPT is idle at time $j$, then any online algorithm must also be idle at time $j$.

Proof. Suppose the contrary situation occurs, we look at the first such time $j$ when $O P T$ is idle and the online algorithm is not. That means at time $j, O P T$ 's queue is empty, and the online algorithm's queue contains at least one packet to be sent. We now look backwards in time, and find the last time $t^{\prime}<j$ when $O P T$ has fewer number of packets in its queue compared to that of the online algorithm, i.e., during time $\left[t^{\prime}, j\right] O P T$ always has fewer number of packets in its queue. Since no two packets can arrive at exactly the same time, that means the number of packets in a queue changes only in unity. Also notice that the number of packets decreases synchronously for both $O P T$ and the online algorithm. So at a time infinitesimally before $t^{\prime}, O P T$ and the online algorithm have the same number of packets in their queues. Such time $t^{\prime}$ exists since initially both queues are empty. The only event that can occur at time $t^{\prime}$ to have caused this sudden change is that the online algorithm accepted a packet while $O P T$ rejected the same packet. We then modify $O P T$ to accept such a packet. Now during time $\left[t^{\prime}, j\right]$, the number of packets in $O P T$ 's queue is still upper bounded by that of the online algorithm. So $O P T$ never has to reject any packets that it originally accepted during this time period. At time $j, O P T$ has at most one packet in its queue to be transmitted. Clearly $O P T$ can accept whatever packets accepted originally after time $j$ as well. We have argued that $O P T$ can accept one more packet, thus the total value of accepted packets has increased, a contradiction to the optimality of $O P T$.

Lemma 3. We can modify OPT so that it accepts all the H.P. packets that RP accepts, without changing its optimality.

Proof. Because nonpreemptive queueing has a matroid structure, we can construct a particular optimal offline solution as follows [1]: first ignore all L.P. packets, and just greedily accept the H.P. packets as long as the queue is not full. In addition, we accept the L.P. packets that won't interfere with the H.P. packets accepted. Let $O P T^{H}$ denote the algorithm that only accepts H.P. packets greedily and ignores the L.P. packets. We claim that the set of packets $O P T^{H}$ accepted is a superset of the H.P. packets that $R P$ accepts. Since all the packets accepted by $O P T^{H}$ are included in the optimal offline solution we are constructing, we will prove this lemma. We first show that the number of packets in $O P T^{H}$ 's queue is always no more than that of $R P$. We prove this by induction. Assume during time $[0, t)$ the hypothesis is true, now consider time $t$. If a L.P. packet arrives at time $t$, since $O P T^{H}$ won't accept any L.P. packet, the hypothesis is true. If a H.P. packet arrives, $R P$ always greedily accepts, unless its queue is full, in which case $R P$ has the most number of packets possible in its queue. So afterwards the hypothesis is maintained. If a packet departs from $O P T^{H}$ 's queue at time $t$, by the inductive hypothesis, a packet must also depart from $R P$ 's queue. If a packet departs from $R P$ 's queue and vice versa, we are again fine. Otherwise $O P T^{H}$ is idle, which means its queue is empty, the smallest possible. So the hypothesis is maintained after any of the departing situations above. This completes the inductive proof. Thus if $R P$ accepts a H.P. packet, since $O P T^{H}$ has more free slots than $R P, O P T^{H}$ will accept that packet for sure.

Lemma 4. We can restrict the sequence of packet arrivals to only contain the packets that either OPT or RP accepted. On the new sequence, OPT and RP accept exactly the same packets as they would on the original sequence.

Proof. Clearly, OPT can accept exactly the same packets throughout, and maintain its optimality by the matroid property. For $R P$, it only rejects H.P. packets if the queue is full, and rejects the L.P. packets if the restriction on the threshold ratio is met. So the packets accepted on the new sequence is going to be the same as well.

We let $S$ denote this restricted sequence and our analysis will only concentrate on $O P T$ and $R P$ 's behaviors on $S$. In particular, from Lemma 3, we know the following.

Corollary 1. The H.P. packets in $S$ are exactly the ones that OPT accepted.
We further restrict $O P T$ 's behavior as follows.
Lemma 5. If at time $t, R P$ accepts a L.P. packet $p$ while OPT rejects, and later OPT accepts another L.P. packet $p^{\prime}$ before its queue is full, then we modify OPT to accept $p$ instead and reject p' later, maintaining the optimality.

Proof. We look into the future $t^{\prime} \geqslant t$, where $O P T$ 's queue is full for the first time since $t$. $O P T$ exchanges the two packets $p$ and $p^{\prime}$. Since the queue was never full before $t^{\prime}$, the exchange will guarantee that the modified $O P T$ 's queue is never overflown till $t^{\prime}$, when it contains the same number of packets as the original one. Obviously, this does not change the value of the optimal solution. Note that if during time $\left(t, t^{\prime}\right], O P T$ only accepts H.P.
packets and no L.P. packet, accepting $p$ at time $t$ will interfere with the H.P. packets, then OPT must reject $p$.

We now are ready for the analysis of $R P$. We imagine the packets transmitted by an algorithm being placed on a one-way infinite tape $T$. We use $T[i]$ to denote the tape position with index $i$, for $i \geqslant 0 . T[j]$ holds the packet transmitted at time $j+1$. We can conceptually think an algorithm as simply placing packets onto the tape, instead of accepting packets into the queue. Thus, a packet $p$ arrived between time $(j, j+1)$ can only be placed at a tape position anywhere from $T[j]$ to $T[j+B-1]$. An algorithm would place $p$ in the first such empty tape position, corresponding to accepting $p$ into the queue. We often refer to packet $p$ by its tape position, i.e., $p=T[q]$ for some $j \leqslant q \leqslant j+B-1$. We use $I(p)$ to denote the index of packet $p$ on the tape, i.e., $I(p)=q$. The total value of the packets transmitted is then the total value of the packets placed on the tape. When referring to either $O P T$ or $R P$ 's tape, we use the superscripts $T^{O P T}, T^{R P}, I^{O P T}, I^{R P}$, and omit these superscripts wherever the context is clear. We use $T^{O P T}[i, j]\left(T^{R P}[i, j]\right.$, respectively) to denote the total value of packets from $T[i]$ to $T[j]$ on $O P T$ 's ( $R P$ 's, respectively) tape.

Lemma 6. At any time, packets that appear at the same positions in OPT and RP's queues occupy the same tape positions, and vice versa.

Proof. At any time $t$, if $p$ is the $i$ th packet in OPT's queue, and $q$ is the $i$ th packet in $R P$ 's queue ( $1 \leqslant i \leqslant B$ ), then both $p$ and $q$ will be transmitted at time $\lceil t\rceil+i-1$. So $I(p)=\lceil t\rceil+i-2$ and $I(q)=\lceil t\rceil+i-2$. Similarly, packets with index $j$ on the tapes, $T^{O P T}[j]$ and $T^{R P}[j]$, always appear at the same positions together in $O P T$ and $R P$ 's queues. It could happen that only one of the packets is present in the queue, but when both packets are present, the positions they occupy in the queues are the same.

We now present some high level ideas of the analysis. Let $t$ be the first time $R P$ and $O P T$ disagree with each other. We'll pick a suitable future time $t^{\prime}>t$, and argue that the total value of packets $R P$ accepted during time $\left[0, t^{\prime}\right]$ is at least a $\alpha /(2 \alpha-1)$ fraction of that of $O P T$. The analysis then continues after time $t^{\prime}$, finds the next time instance where the two algorithms disagree with each other, find another suitable time $t^{\prime \prime}$ further in the future, compare values of packets accepted between time ( $\left.t^{\prime}, t^{\prime \prime}\right]$, and so on. In the tape world, let $T^{O P T}[u]$ ( $T^{R P}[v]$, respectively) and $T^{O P T}\left[u^{\prime}\right]\left(T^{R P}\left[v^{\prime}\right]\right.$, respectively) denote the corresponding starting and ending positions of packets accepted by OPT ( $R P$, respectively) during time $\left[0, t^{\prime}\right]$. Since there may be idle times, we simply require that there are no packets accepted by $O P T$ ( $R P$, respectively) outside of [ $0, t^{\prime}$ ] in between positions $T^{O P T}[u]$ and $T^{O P T}\left[u^{\prime}\right]\left(T^{R P}[v]\right.$ and $T^{R P}\left[v^{\prime}\right]$, respectively). Initially at time 0 , we may set $u=v=0$. The time $t^{\prime}$ we pick will guarantee that $u^{\prime}=v^{\prime}$, i.e., at time $t^{\prime}$ the numbers of packets in $O P T$ and $R P$ 's queue are the same again. Thus such relations ( $u=v$ and $u^{\prime}=v^{\prime}$ ) can be maintained for all future analysis as well. Conceptually, our analysis breaks a tape into pieces, and compares the tape contents of $O P T$ and $R P$ between two consecutive break points.

Theorem 2. We can break down a tape at some selected positions $b p_{1}=0<b p_{2}<b p_{3}<$ $\cdots$, at times $t_{1}=0<t_{2}<t_{3}<\cdots$, such that

$$
\frac{T^{O P T}\left[b p_{i}, b p_{i+1}-1\right]}{T^{R P}\left[b p_{i}, b p_{i+1}-1\right]} \leqslant C, \quad \text { where } C=\frac{2 \alpha-1}{\alpha}
$$

Proof. We use induction on the following inductive hypothesis: at time $t_{i}$, the following conditions hold:
(a) The numbers of packets in $O P T$ and $R P$ 's queue are the same.
(b) The queue contents for packets with indices $b p_{i}$ or higher are identical for $O P T$ and $R P$.
(c) All the unmatched L.P. packets in the queues are of index $b p_{i}$ or higher.

Note that such hypothesis is true for $t_{1}=0$ and $b p_{1}=0$. At time 0 , there are no packets in either $O P T$ or $R P$ 's queue. The requirement for the unmatched L.P. packets is true by default.

We examine the packets admitted to the queue by both $O P T$ and $R P$ from time $t_{i}$ on. Assume at time $t^{\prime \prime}>t_{i}, O P T$ and $R P$ disagree with each other for the first time. There are only four general situations:
(1) $O P T$ accepted a H.P. packets, while $R P$ rejected the packet. This is impossible. The numbers of packets in both queues are the same at time $t_{i}$, by condition (a) of the inductive hypothesis. Plus $O P T$ and $R P$ agree with each other between time $\left(t_{i}, t^{\prime \prime}\right)$, so the number of packets in both queues are the same just before time $t^{\prime \prime}$. If $O P T$ accepted a H.P. packet at time $t^{\prime \prime}$, that means $O P T$ 's queue was not full prior to time $t^{\prime \prime}$, neither was $R P$ 's queue. $R P$ employs greedy strategy for H.P packets. $R P$ should have accepted the H.P. packet as well.
(2) $R P$ accepted a H.P. packet, while $O P T$ rejected. This cannot happen due to Lemma 3.
(3) $O P T$ rejected a L.P. packet, while $R P$ accepted.
(4) $R P$ rejected a L.P. packet, while $O P T$ accepted.

In either of the last two cases, we'll find a breaking point $b p_{i+1}>b p_{i}$ at a time $t_{i+1}>t^{\prime \prime}>t_{i}$. We then show that

$$
\frac{T^{O P T}\left[b p_{i}, b p_{i+1}-1\right]}{T^{R P}\left[b p_{i}, b p_{i+1}-1\right]} \leqslant C .
$$

Let's consider situation (3). At time $t^{\prime \prime}, O P T$ rejected a L.P. packet $s p$, while $R P$ accepted. Then by Lemma 5, there is a time $t^{\prime}>t^{\prime \prime}$, such that $O P T$ 's queue is full at time $t^{\prime}$ and $O P T$ only accepts H.P. packets between time ( $\left.t^{\prime \prime}, t^{\prime}\right]$. The last packet in $O P T$ 's queue at time $t^{\prime}$ has index $\left\lceil t^{\prime}\right\rceil+B-1$. We then set $b p_{i+1}=\left\lceil t^{\prime}\right\rceil+B$, and $t_{i+1}=t^{\prime}$. The reader can verify that $b p_{i+1}>b p_{i}$ and $t_{i+1}>t_{i}$.

Lemma 7. Both OPT's and RP's queues are full at time $t^{\prime}$. And neither OPT nor RP was idle during time ( $\left.t^{\prime \prime}, t^{\prime}\right]$.

Proof. $O P T$ cannot be idle during time $\left(t^{\prime \prime}, t^{\prime}\right]$. Otherwise, we modify $O P T$ to accept the additional packet $s p$ instead, contradicting the optimality of $O P T$. At time $t^{\prime \prime}, R P$ has one more packet $s p$ in its queue compared to that of $O P T$. $R P$ is greedy in terms of H.P. packets, so unless $R P$ 's queue is full (in which case $R P$ has as many packets in its queue as possible), it will always accept a H.P. packet that $O P T$ accepts during time $\left(t^{\prime \prime}, t^{\prime}\right] . R P$ may even accept some L.P. packet during that time, too. So $R P$ 's queue will always have equal or more number of packets compared to that of $O P T$ until time $t^{\prime}$. This implies that $R P$ 's queue is full at time $t^{\prime}$ and never idle during time $\left(t^{\prime \prime}, t^{\prime}\right]$.

Lemma 8. At any time we have that $l \times(\alpha-1) \leqslant f \times \alpha$, where $l$ is the number of unmatched L.P. packets and $f$ is the number of free slots in RP's queue.

Proof. This is true at time 0. When a L.P. packet is accepted, by definition, the number of unmatched L.P. packet is not more than $\alpha /(\alpha-1)$ times the total number of the free space, so the bound trivially holds. When a H.P. packet is accepted, the number of free slots decreases by 1 , but the number of unmatched L.P. packets is decreased by $\alpha /(\alpha-1)$, or there is no unmatched L.P. packet. In either case, the claim is true. When a packet departs, the number of free slots increases by 1 , the number of unmatched L.P. packets does not increase, hence the bound still holds.

Corollary 2. When RP's queue is full, all the L.P. packets are matched in the queue.
Lemma 9. At time $t_{i+1}=t^{\prime}$ and $b p_{i+1}=\left\lceil t^{\prime}\right\rceil+B$, all three conditions in the inductive hypothesis in Theorem 2 are satisfied.

Proof. By Lemma 7, both queues are full, hence condition (a) is satisfied. The packets in $O P T$ and $R P$ 's queue have indices at most $\left\lceil t^{\prime}\right\rceil+B-1<b p_{i+1}$, so condition (b) holds by default. By Corollary 2, condition (c) holds as well.

We now compare $T^{R P}\left[b p_{i}, b p_{i+1}-1\right]$ with $T^{O P T}\left[b p_{i}, b p_{i+1}-1\right]$. In particular, we'll show that

$$
T^{O P T}\left[I^{R P}(s p), b p_{i+1}-1\right] / T^{R P}\left[I^{R P}(s p), b p_{i+1}-1\right] \leqslant C .
$$

Recall that $I^{R P}(s p)$ is the index of packet $s p$ on $R P$ 's tape. By Lemma 5 and 7, OPT has all H.P. packets from $T\left[I^{R P}(s p)\right]$ to $T\left[b p_{i+1}-1\right]$, while $R P$ has either L.P. or H.P. packets at these positions. We will prove that the total fraction of the L.P. packets at these positions is at most $\alpha /(2 \alpha-1)$, immediately implying ( $\star$ ).

We introduce the following conceptual marking of H.P. packets to L.P. packets for packets from positions $\left[I^{R P}(s p)\right]$ to $T\left[b p_{i+1}-1\right]$. Initially, each accepted L.P. packet is unmarked. We mark packets as follows: each accepted H.P. packet with index $I^{R P}(s p)$ or higher would mark up to $\alpha /(\alpha-1)$ unmarked L.P. packets with indices $I^{R P}(s p)$ or higher. The marking is almost the same as the actual matching used in $R P$, except that only the L.P. packets with indices $I^{R P}(s p)$ or higher are marked. Similar to Lemma 8 and Corollary 2, we conclude the following.

Corollary 3. When RP's queue is full during any time between ( $\left.t^{\prime \prime}, t^{\prime}\right]$, all L.P. packets from positions $I^{R P}(s p)$ on are marked in the queue.

Lemma 10. At most $\alpha /(2 \alpha-1)$ fraction of the packets between $T^{R P}\left[I^{R P}(s p)\right]$ and $T^{R P}\left[b p_{i+1}-1\right]$ are L.P. packets.

Proof. From now on we completely ignore the packets with indices lower than $I^{R P}(s p)$ in both queues. We use the word "relevant" to refer to packets "with indices $I^{R P}(s p)$ or higher." We consider the longest prefix of consecutive packets that consists of only marked L.P. and H.P. packets in $R P$ 's queue. The prefix has to start from either $s p$, or the first packet in $R P$ 's queue if $s p$ has departed. We use $L(t)$ to denote the length of such longest prefix at any time $t \in\left[t^{\prime \prime}, t^{\prime}\right]$. We prove the following claim: $L(t)$ is at least the number of relevant H.P. packets in $O P T$ 's queue at time $t$.

The base case is at time $t^{\prime \prime}$ when $R P$ accepted $s p$ and $O P T$ rejected $s p$. OPT has no relevant H.P. packets yet in its queue. For $R P$, initially $s p$ is unmarked, so $L\left(t^{\prime \prime}\right)=0$. The hypothesis is true. Now consider the inductive step. When a H.P. packet $h p$ arrives, if $R P$ accepts $h p$, then $O P T$ accepts $h p$ as well by Lemma 3. The number of relevant H.P. packets in $O P T$ 's queue increases by 1 . Consider the previous valid longest prefix $\mathcal{P}$ in $R P$ 's queue, if $h p$ immediately follows $\mathcal{P}$, then we append $h p$ to $\mathcal{P}$ and the hypothesis is maintained. If $h p$ could not extend $\mathcal{P}$, that means there is at least one unmarked L.P. packet $u l p$ immediately following $\mathcal{P}$, i.e., all relevant L.P. packets prior to $u l p$ in the queue are marked already. By our marking scheme, the arrival of $h p$ changes $u l p$ to a marked L.P. packet, thus extending $\mathcal{P}$ by at least one, maintaining the hypothesis. If $R P$ rejects $h p$, that means $R P$ 's queue is full. By Corollary 3, all relevant L.P. packets in $R P$ 's queue are marked, so $R P$ has the longest possible prefix, maintaining the hypothesis. When a L.P. packet is accepted into $R P$ 's queue, the number of relevant H.P. packets in $O P T$ doesn't change, neither does the length of the prefix. The hypothesis is also maintained when a packet departs from both queues, by Lemma 7 (neither machine is idle).

The hypothesis implies that $R P$ always sends a relevant L.P. packet as a marked L.P. packet, during time $\left(t^{\prime \prime}, t^{\prime}\right]$. Otherwise consider the time $t^{*}$ just before an unmarked relevant L.P. packet $u l p_{2}$ was sent by $R P$, and a H.P. packet was sent by $O P T . L\left(t^{*}\right)=0$, since $u l p_{2}$ was the first packet in the queue, but $O P T$ has at least one relevant H.P. packet in the queue to be sent, contradicting our claim. At time $t^{\prime}, R P$ 's queue is full, and $T^{R P}\left[b p_{i+1}-1\right]$ corresponds to the last packet in $R P$ 's queue. By Corollary 3 , all the relevant L.P. packets in the queue are marked. We have proved that all L.P. packets from $T[I(s p)]$ to $T\left[b p_{i+1}-1\right]$ are marked. Since each H.P. packet marks at most $\alpha /(\alpha-1)$ L.P. packets, at most $\alpha /(2 \alpha-1)$ fraction of the these packets are L.P. packets.

This concludes the discussion about situation (3), now let's consider situation (4). At time $t^{\prime \prime}, O P T$ accepted a L.P. packet $t p$, while $R P$ rejected it, so $O P T$ 's queue has more packets than that of $R P$ at time $t^{\prime \prime}$. Then we look at the first time $t^{\prime}>t^{\prime \prime}$ when $R P$ 's queue contains the same number of packets as that of $O P T$.

Lemma 11. We can rearrange OPT's queue content during time $\left[t^{\prime \prime}, t^{\prime}\right]$, so that the prefix of its queue matches the entire RP's queue content. To be more specific, at any time $t \in\left[t^{\prime \prime}, t^{\prime}\right]$, the following conditions hold:
(1) OPT always has more packets in its queue than $R P$ for $t<t^{\prime}$, and the same number of packets at time $t^{\prime}$.
(2) The H.P. packets in OPT's queue are synchronized with that of RP, i.e., if there is a H.P. packet at position $i$ in OPT's queue, then there is a H.P. packet at position $i$ in RP's queue, and vice versa. In particular, that means the numbers of H.P. packets in both queues are the same.

Proof. Notice that condition (1) is always true by the definition of $t^{\prime}$. We use induction to prove condition (2). The base case is at time $t^{\prime \prime}$. By conditions (a) and (b) in Theorem 2, $O P T$ only has one extra L.P. packet $t p$ at the end of its queue compared to that of $R P$, the hypothesis is true. When a H.P. packet $h p$ arrives, by Corollary 1, OPT always accepts $h p$. Since $R P$ always has no more packets in its queue than $O P T, R P$ must greedily accept $h p$. Let $P(h p)$ denote the position of $h p$ in $R P$ 's queue. $O P T$ then places $h p$ at position $P(h p)$, and places whatever packet was originally at $P(h p)$ at the end of its queue. Such exchange is valid by Lemma 1. Thus the hypothesis is maintained. When a L.P. packet $l p$ arrives, the only interesting case is when $R P$ accepts $l p$ while $O P T$ rejects $l p$. Let $P(l p)$ denote the position of $l p$ in $R P$ 's queue. Since all the H.P. packets are still synchronized, by condition (1), OPT must have a L.P. packet at position $P(l p)$ already (otherwise $O P T$ has less number of packets, impossible), maintaining the hypothesis. If a packet departs from $R P$, then the same packet must depart from $O P T$ as well. If a packet departs from $O P T$, either the same packet departs from $R P$, or $R P$ is idle. In any of the departing scenarios, the hypothesis is maintained.

Corollary 4. At time $t^{\prime}, O P T$ and RP has exactly the same queue contents.

Proof. By the previous lemma, at time $t^{\prime}$, we have rearranged $O P T$ 's queue so that its prefix matches the entire queue content of $R P$. Since $O P T$ has the same number of packets as $R P$ at time $t^{\prime}, O P T$ 's queue content is exactly that of $R P$.

During time $\left[t^{\prime \prime}, t^{\prime}\right)$, if $R P$ was never idle, then we should ignore the discrepancy at time $t^{\prime \prime}$. Here is the reasoning. Since $R P$ was never idle, by Lemma $2, O P T$ was never idle either. That means all packets transmitted during time $\left[t_{i}, t^{\prime}\right.$ ) (with indices $b p_{i}$ or higher) are the same for $R P$ and $O P T$, due to Lemma 11. By Corollary 4, at time $t^{\prime}$ we can conceptually think $O P T$ and $R P$ agree with each other during time $\left[t_{i}, t^{\prime}\right]$, even though $O P T$ and $R P$ made different decisions about accepting the packets. We should then look for the next time $t^{\prime \prime}$ where $O P T$ and $R P$ disagree with each other again.

The interesting case is when $R P$ was at least idle once during time $\left[t^{\prime \prime}, t^{\prime}\right)$. The first packet (or the first position, if there is no packet) in $R P$ or $O P T$ 's queue at time $t^{\prime}$ has index $\left\lfloor t^{\prime}\right\rfloor$. We then set $b p_{i+1}=\left\lfloor t^{\prime}\right\rfloor$, and $t_{i+1}=t^{\prime}$. The reader can verify that $t_{i+1}>t_{i}$ and $b p_{i+1}>b p_{i}$.

Lemma 12. At time $t_{i+1}=t^{\prime}$ and $b p_{i+1}=\left\lfloor t^{\prime}\right\rfloor$, all three conditions in the inductive hypothesis in Theorem 2 are satisfied.

Proof. By the definition of $t^{\prime}$, condition (a) is satisfied. By Corollary 4, condition (b) is satisfied. The first packet in the queue at time $t^{\prime}$ has index $b p_{i+1}=\left\lfloor t^{\prime}\right\rfloor$, so condition (c) is satisfied as well.

We now show that

$$
\begin{equation*}
T^{O P T}\left[b p_{i}, b p_{i+1}-1\right] / T^{R P}\left[b p_{i}, b p_{i+1}-1\right] \leqslant C . \tag{*}
\end{equation*}
$$

Notice that by condition (2) in Lemma 11, the numbers of H.P. packets for $O P T$ and $R P$ from $T\left[b p_{i}\right]$ to $T\left[b p_{i+1}-1\right]$ are the same. It's sufficient then to argue that the L.P. packets from $T^{R P}\left[b p_{i}\right]$ to $T^{R P}\left[b p_{i+1}-1\right]$ is at least $\alpha /(2 \alpha-1)$ fraction of that of $O P T$. We use the following counting scheme. Every time a L.P. packet is accepted into $R P$ 's queue, it contributes another imaginary $(\alpha-1) / \alpha$ L.P. packet to $R P$ 's queue. We allow the imaginary packets to overflow the queue. The imaginary packets can also be "transmitted." $R P$ always transmits real packets as in the original schedule, but when it's empty of real packets, we let $R P$ transmit a whole imaginary packet if there is any. Once an imaginary packet is transmitted, it's removed from the queue, otherwise it stays in the queue forever. In particular, we have the property that if the L.P. packet is currently in the queue, its corresponding imaginary packet is also in the current queue. This is because $R P$ always transmits real L.P. packets first rather than imaginary ones. The imaginary packets also form a separate queue, which is appended to $R P$ 's queue of normal packets. We use the word "relevant" here to refer to packets "with indices between $b p_{i}$ and $b p_{i+1}-1$."

Lemma 13. The total number of relevant packets in RP's queue (including the imaginary packets generated by the relevant packets), is always no less than the total number of relevant packets in OPT's queue during time $\left[t_{i}, t_{i+1}\right)$.

Proof. The claim is true during time $\left[t_{i}, t^{\prime \prime}\right)$, since $O P T$ and $R P$ agree with each other till time $t^{\prime \prime}$. Let's consider different scenarios for the inductive step. When a H.P. packet arrives, by the exact argument in Lemma 11, both $O P T$ and $R P$ accepts. The hypothesis is maintained. When a L.P. packet $l p$ arrives, the interesting case is if $O P T$ accepts $l p$ as a relevant L.P. packet while $R P$ rejects. The reason for $R P$ 's rejection is that the total number of unmatched L.P. packets in $R P$ 's queue is at least $\alpha /(\alpha-1)$ times the number of free slots. By condition (3) in Theorem 2, all unmatched L.P. packets in $R P$ 's queue have indices $b p_{i}$ or higher. By condition (1) in Lemma 11, they all have indices lower than that of $l p$, which is no more than $b p_{i+1}-1$. So all the unmatched L.P. packets in $R P$ 's queue are relevant and their corresponding imaginary packets must be in $R P$ 's queue as well. That means that the number of imaginary L.P. packets in $R P$ 's queue currently must be at least the number of free slots. So the total number of packets in $R P$ 's queue is $B$, definitely match that of $O P T$. When a packet departs from $O P T$ 's queue, by the inductive hypothesis, a packet, maybe imaginary, must also depart from $R P$ 's queue (since $R P$ has no less packets than $O P T$ ). When a packet departs from $R P$ 's queue, either a packet must
also depart from $O P T$ 's queue, or $O P T$ is idle (which could happen if the departing packet of $R P$ is imaginary). So the hypothesis is maintained for all departing cases.

From the above lemma we conclude that the total number of relevant L.P. packets $R P$ has is at least $\alpha /(2 \alpha-1)$ fraction of that of $O P T$, realizing $(*)$. This concludes the discussion of situation (4) in Theorem 2. We thus obtain the following theorem.

Theorem 3. $R P$ is $(2 \alpha-1) / \alpha$-competitive.

### 2.1. Generalization of the nonpreemptive queue model

We now generalize the 2 -value model to allow packets take on arbitrary values in $[1, \alpha]$. We prove $\Theta(\log \alpha)$ upper and lower bounds for this model.

### 2.1.1. Lower bound of $(\log \alpha+2) / 2$

We assume that $\alpha$ is a power of 2 . We use packets of value $2^{i}$, for $i=0, \ldots, \log \alpha$. All the packets arrive during time $(0,1)$. Packets arrive in increasing order of values, with $B$ packets for each value, i.e., first $B$ packets of value 1 arrives, then if necessary $B$ packets of value 2 arrive, and so on. We let $L B$ denote the inverse of the lower bound, $L B=2 /(\log \alpha+2)$.

At first $B$ packets of value 1 arrive. To stay $(1 / L B)$-competitive, the online algorithm must accept packets with total value at least $L B \times B$. For otherwise the adversary can choose to stop the sequence immediately and accept all $B$ value 1 packets to the queue, while the online algorithm accepted packets with total value less than $L B \times B$. So to stay at least $(1 / L B)$-competitive, the online algorithm has to occupy at least $L B$ fraction of the total queue space with value 1 packets. In general, we have the following lemma.

Lemma 14. After $B$ packets with value $2^{i}$ arrive, in order to remain at least $(1 / L B)$ competitive, any online algorithm must accept packets with total value at least $L B \times 2^{i} \times B$. And the longest prefix of the packets in the queue with total value no more than $L B \times 2^{i} \times B$ occupy at least $(i / 2+1) \times L B \times B$ slots.

Proof. We have argued that the base case is true for $i=0$. Assume this is true for $i=k-1$, now consider when $B$ packets of value $2^{k}$ arrives. To stay $(1 / L B)$-competitive, the online algorithm must accept packets with total value at least $L B \times 2^{k} \times B$, for otherwise the adversary will stop the packet sequence immediately and the optimal offline algorithm will accept all $B$ packets with value $2^{k}$, while the online algorithm accepted packets with total value less than $L B \times 2^{k} \times B$.

Let $P_{k-1}$ denote the last packet in the longest prefix with total value no more than $L B \times 2^{k-1} \times B$ and $N_{k-1}$ denote the number of packets in the queue after $P_{k-1}$, before $B$ packets of value $2^{k}$ arrived. We need to accept packets so that the total value of packets after $P_{k-1}$ adds up to at least $L B \times 2^{k-1} \times B$. Every one of the $N_{k-1}$ packets has value no more than $2^{k-1}$. So the total value of these $N_{k-1}$ packets is no more than $2^{k} \times\left\lceil N_{k-1} / 2\right\rceil$. Consider the first $(L B \times B) / 2-\left\lceil N_{k-1} / 2\right\rceil$ value $2^{k}$ packets accepted. Now the total value of these value $2^{k}$ packets plus the $N_{k-1}$ packets before is no more than $L B \times 2^{k-1} \times B$.

Together with the previous prefix ending with $P_{k-1}$, we then have a prefix of packets with total value no more than $L B \times 2^{k} \times B$, and has at least

$$
N_{k-1}+\frac{L B \times B}{2}-\left\lceil\frac{N_{k-1}}{2}\right\rceil \geqslant \frac{L B \times B}{2}
$$

more packets than the previous one. By the inductive hypothesis, the length of the longest prefix is at least $(k / 2+1) \times L B \times B$.

In particular, this lemma applies to $i=\log \alpha$. After $B$ packets with value $\alpha$ arrive, the length of the longest prefix is at least $(\log \alpha / 2+1) \times L B \times B=B$. That means the total value of packets in the queue is no more than $L B \times 2^{\log \alpha} \times B=\alpha \times L B \times B$. On the other hand, the optimal offline algorithm will accept all $B \alpha$-valued packets. So the online algorithm cannot be better than $(1 / L B)$-competitive.

Theorem 4. No online algorithm (deterministic or randomized) has a competitive ratio better than $(\log \alpha+2) / 2$.

### 2.1.2. Upper bound of $2 \log \alpha+2$

We now present a deterministic algorithm, which is factor 4 away from our lower bound. First we discretize the packet values. We restrict ourselves to instances where packet values are of powers of 2 . Given any unrestricted instance $\mathcal{I}$, we round down the packet values to the nearest powers of 2 to create a restricted instance $\mathcal{I}^{\prime}$.

Lemma 15. The optimal offline value for $\mathcal{I}^{\prime}$ is at least half of that of $\mathcal{I}$.
Proof. Just consider the packets accepted by the optimal offline algorithm for $\mathcal{I}$. The same set of packets is a valid solution for $\mathcal{I}^{\prime}$. For each accepted packet, the rounded down value is at least half the original value. So we have a solution for $\mathcal{I}^{\prime}$, whose total value is at least half the optimal solution for $\mathcal{I}$.

From now on we only consider the restricted instances. We first introduce a Round Robin method, and then adapt the method into a valid online algorithm.

We divide the queue into $\lfloor\log \alpha\rfloor+1$ equal portions, with the $i$ th portion dedicated to packets of value $2^{i}$, for $i=0,1, \ldots,\lfloor\log \alpha\rfloor$. Upon the arrival of a value $2^{i}$ packet, the Round Robin method greedily accepts if the $i$ th portion has more than one free slot. At each integral time unit, we transmit $1 / l$ fractional packet each from the current $l$ non-empty portions. In the case of some portions has less than $1 / l$ fractional packet, we divide the extra transmission power evenly among the rest of the non-empty portions, guaranteeing that we transmit one packet per time unit, unless all portions are empty. From [1], we have the following lemma (Corollary 3 in [1]).

Lemma 16. The total value of the value $2^{i}$ packets accepted by the Round Robin method is at least $1 /(\lfloor\log \alpha\rfloor+1)$ fraction of that of the optimal offline algorithm.

We can simulate the Round Robin method as follows. We run the Round Robin method in the background, and make acceptance/rejection decisions based on the Round Robin
method. Our online algorithm accepts a packet if and only if it's accepted in the Round Robin method. Since the Round Robin method transmits one packet per unit time, the total number of packets in the online algorithm's queue equals to that of the Round Robin method. So we can indeed accept every packet the Round Robin method accepts.

Theorem 5. Using the Round Robin method as a guide to decide which packet to accept, the online algorithm is $(2 \log \alpha+2)$-competitive.

Proof. Since the online algorithm accepts exactly the same packets as the Round Robin method, the online algorithm has the same competitive ratio as the Round Robin method. The Round Robin method is $(\log \alpha+1)$-competitive with respect to the restricted instance by Lemma 16, hence $(2 \log \alpha+2)$-competitive with respect to the original instance by Lemma 15.

## 3. Preemptive queueing policy

Preemptive queueing policies give online algorithms the ability to preempt (drop) a packet accepted to the queue before its transmission, hence better performance ratios can be derived. To maintain the FIFO order, packets are always added to the end of the queue, and transmitted from the beginning of the queue. In addition, a packet can be dropped from any position in the current queue. The rest of the model setup is identical to that of the nonpreemptive model. We concentrate on the model where packets can take on values in the range $[1, \alpha]$. We first consider the case $B=2$. We show the $(5+\sqrt{13}) / 6 \approx 1.434$ upper and lower bounds in terms of competitive ratio for deterministic algorithms.

### 3.1. Lower bound construction

We start with some intuition via simple constructions that give loose bounds. From now on, when the context is clear, we may refer to a packet by its value; for instance, "packet $p$ " or " $p$ " refers to the packet with value $p$. We use the following notations: $p \equiv q$ means $p$ and $q$ are the same packet; $p=q$ means packet $p$ and $q$ has the same value. All inequalities refer to the values of packets only.

The basic intuition behind the lower bound is as follows: Suppose the online algorithm currently has two packets in the queue, with values $p$ and $q$ respectively. Suppose $p<q$ and $p$ has to be transmitted before $q$. Without knowing future arrivals, the online algorithm faces a dilemma: either to transmit $p$ and let $q$ remain in the queue, which puts the online algorithm in danger of discarding $q$ later; or discard $p$ and transmit $q$, which puts the online algorithm in danger of being idle the next time unit. Thus the adversary, which determines the "difficult" packet sequences, will try to balance these two situations in order to maximize the lower bound.

We introduce the following notation for the packet arrival sequence: packets (values) are listed in their arrival order, with packets arrived within the same time unit grouped into parentheses. For instance, $(a, b)(c, d)$ means packets valued $a$ and $b$ arrived during time
$(0,1)$, with $a$ ahead of $b$. And packets valued $c$ and $d$ arrived during time (1,2), with $c$ ahead of $d$.

Consider the following initial sequence: $(1, \alpha)$ with $\alpha>1$ a parameter to be determined later. If the online algorithm transmits $\alpha$ at time 1 , then the sequence ends. $O P T$ transmits both 1 and $\alpha$ in two time units. The competitive ratio is then $(1+\alpha) / \alpha$. Otherwise the online algorithm can transmit 1 and put $\alpha$ in the queue at time 1 , then the whole sequence becomes $(1, \alpha)(\alpha, \alpha)$. OPT transmits all three $\alpha$-valued packets, while the online algorithm has to discard one such packet during the second time unit. So the competitive ratio becomes $3 \alpha /(2 \alpha+1)$. Balancing the two ratios $(1+\alpha) / \alpha=3 \alpha /(2 \alpha+1)$, we have $\alpha=$ $(3+\sqrt{13}) / 2$, and the lower bound is approximately 1.303. This lower bound construction takes advantage of the online algorithm's inability to distinguish between two sequences $(1, \alpha)$ and $(1, \alpha)(\alpha, \alpha)$.

Now we try to improve the bound via extending the whole sequences to ( $1, \alpha_{1}$ ), or $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right)$, or $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right)\left(\alpha_{2}, \alpha_{2}\right)$. In the future, we'll just write one single sequence $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right)\left(\alpha_{2}, \alpha_{2}\right)$, with the understanding that each prefix serves as a possible sequence of packet arrivals. If at time 1 the online algorithm transmits $\alpha_{1}$, then the sequence becomes $\left(1, \alpha_{1}\right)$. OPT would have transmitted packet 1 at time 1 and packet $\alpha_{1}$ at time 2 , so the ratio is $\left(1+\alpha_{1}\right) / \alpha_{1}$. Otherwise, the online algorithm can at best transmit packet 1 at time 1 . Now between time ( 1,2 ), $\alpha_{1}$ and $\alpha_{2}$ arrive. Let's consider time 2 . If the online algorithm transmits $\alpha_{2}$, then the sequence becomes $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right)$. OPT would have transmitted the first $\alpha_{1}$ at time 1 , the second $\alpha_{1}$ at time 2 , and $\alpha_{2}$ at time 3 , for a total of $\alpha_{1}+\alpha_{1}+\alpha_{2}$. The online algorithm transmits packet 1 at time 1 and packet $\alpha_{2}$ at time 2 , so the ratio is $\left(\alpha_{1}+\alpha_{1}+\alpha_{2}\right) /\left(1+\alpha_{2}\right)$. Otherwise, the online algorithm can at best transmit $\alpha_{1}$ at time 2 . The sequence then becomes $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right)\left(\alpha_{2}, \alpha_{2}\right) . O P T$ would have transmitted $\alpha_{1}$ at time 1, the first $\alpha_{2}$ at time 2 , the second $\alpha_{2}$ at time 3 , and the third $\alpha_{2}$ at time 4 , for a total of $\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{2}$. The online algorithm transmits 1 at time $1, \alpha_{1}$ at time 2 , and $\alpha_{2}$ 's at times 3 and 4 , so the ratio is $\left(\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{2}\right) /\left(1+\alpha_{1}+\alpha_{2}+\alpha_{2}\right)$. Setting the three ratios equal, we have $\alpha_{1}=(3+\sqrt{5}) / 2, \alpha_{2}=(9+4 \sqrt{5}) / 2$, and the lower bound is approximately 1.382 .

Thus if we continue the trend, we can improve the bound further. Consider the following general sequence $\left(\alpha_{0}=1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right) \ldots\left(\alpha_{k-1}, \alpha_{k}\right)\left(\alpha_{k}, \alpha_{k}\right)$. We use $L_{k}$ to denote the lower bound derived from the sequence ending with $\alpha_{k}$. We have the following equations, derived from various scenarios similar to the two previous constructions:

$$
\begin{aligned}
L_{k} & =\frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{1}+\alpha_{2}}{\alpha_{0}+\alpha_{2}}=\frac{\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{3}}{\alpha_{0}+\alpha_{1}+\alpha_{3}}=\cdots \\
& =\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}}{\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k}} \\
& =\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k}+\alpha_{k}+\alpha_{k}}{\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k-1}+\alpha_{k}+\alpha_{k}} .
\end{aligned}
$$

Solving the above equations, we have

$$
\alpha_{i}=\frac{1}{3}\left(\frac{\sqrt{13}+5}{2}\right)^{i}+\frac{2}{3}\left(\frac{\sqrt{13}-1}{2}\right)^{i}
$$

and as $k \rightarrow \infty, L_{k} \rightarrow(\sqrt{13}+5) / 6 \approx 1.434$. Appendix A provides the details of the calculation. From now on let APX denote the constant $(\sqrt{13}+5) / 6$.

Theorem 6. No deterministic online algorithm can achieve a competitive ratio better than APX $-\varepsilon$, for any constant $\varepsilon>0$.

Proof. For any $\varepsilon>0$, we can find a particular value $j$, such that $L_{j}>A P X-\varepsilon$. By applying the sequence $\left(1, \alpha_{1}\right)\left(\alpha_{1}, \alpha_{2}\right) \ldots\left(\alpha_{j-1}, \alpha_{j}\right)\left(\alpha_{j}, \alpha_{j}\right)$ and the analysis above, we can conclude that any deterministic algorithm has a competitive ratio no better than $A P X-\varepsilon$.

### 3.2. The Ratio algorithm

The $\alpha_{i}$ series provides much insight on designing an online algorithm with the matching upper bound. We see that the $\alpha_{i}$ series is a combination of two geometric series of powers $(\sqrt{13}+5) / 2$ and $(\sqrt{13}-1) / 2$, respectively. The dominating factor is $(\sqrt{13}+5) / 2$, since $\alpha_{i} /\left(\alpha_{i-1}\right)$ increases and converges to this value as $i \rightarrow \infty$. Let $r$ denote the constant $(\sqrt{13}+5) / 2$. For any $k$, consider the packet arrival sequence $(1, r)\left(r, r^{2}\right) \ldots\left(r^{k-1}, r^{k}\right)\left(r^{k}, r^{k}\right)$, we have the following observations:

$$
\begin{align*}
\frac{r+r^{2}+\cdots+r^{k-1}+r^{k-1}+r^{k}}{1+r+\cdots+r^{k-2}+r^{k}} & =\frac{\sum_{i=1}^{k-1} r^{i}+r^{k-1}+r^{k}}{\sum_{i=1}^{k-2} \sum r^{i}+r^{k}} \\
& <\frac{r^{k-1} \cdot \frac{r}{r-1}+r^{k-1}+r^{k}}{r^{k-2} \cdot \frac{r}{r-1}+r^{k}}=A P X,  \tag{1}\\
\frac{r+r^{2}+\cdots+r^{k-1}+r^{k}+r^{k}+r^{k}}{1+r+\cdots+r^{k-1}+r^{k}+r^{k}} & <\frac{r^{k} \cdot \frac{r}{r-1}+r^{k}+r^{k}}{r^{k} \cdot \frac{r}{r-1}+r^{k}}=A P X . \tag{2}
\end{align*}
$$

Further, as $k \rightarrow \infty$, (1) and (2) approach equality. So in some sense, the geometric series $1, r, r^{2}, \ldots$ alone can almost provide the lower bound on the competitive ratio, except for small $k$ 's. The other factor $(\sqrt{13}-1) / 2$ is only used by the adversary to make the lower bound high for small $k$ 's as well. The online algorithm, however, only has to guarantee the competitive ratio stays below (not necessarily equal) to $A P X$ for all $k$. Thus the online algorithm has relatively less work to do.

We will discuss about $O P T$ 's behavior first, motivating the design of the online algorithm later. We use $A_{j}$ and $B_{j}$ to denote the two most valuable packets arrived during time ( $j-1, j$ ), with $A_{j}$ arriving ahead of $B_{j}$. We call a packet being "buffered" by an algorithm if it arrived during time $(j-1, j)$, and still remains in the queue after time $j$. We use $T R_{j}$ to denote the packet transmitted at time $j, B F_{j}$ the packet buffered at time $j$, $M V_{j}$ the most valuable packet arrived after $T R_{j}$ during time $(j-1, j)$. Superscripts are used to denote the algorithms and omitted when the context is clear. For instance, $T R_{j}^{O P T}$ is the packet transmitted by $O P T$ at time $j$. We also introduce the following notation: if an algorithm transmits packet $p$ and buffered packet $q$ at time $j, p[q]$ denotes such an action ([0] or [ ] means no packet is buffered).

Lemma 17. Without loss of generality, we assume that if a packet is not to be transmitted by OPT, OPT will not accept that packet into the queue. Similarly, if OPT buffered a packet at time $j$, we would assume OPT transmits that packet at time $j+1$, i.e., $B F_{j}>0$ implies $B F_{j} \equiv T R_{j+1}$.

Lemma 18. Without loss of generality, either $T R_{j} \equiv B F_{j-1} \equiv M V_{j-1}>\min \left(A_{j}, B_{j}\right)$, or $T R_{j} \equiv A_{j}$, or $T R_{j} \equiv B_{j}$.

Proof. It's clear that $B F_{j-1}$ has to arrive during time $(j-2, j-1)$, and has to arrive after $T R_{j-1}$ by the FIFO ordering. The most valuable packet satisfying these criterions is the only choice for $B F_{j-1}$, so $B F_{j-1} \equiv M V_{j-1}$.

By the previous lemma, if $B F_{j-1}>0$, then it must be transmitted at time $j$. If $M V_{j-1} \leqslant$ $\min \left(A_{j}, B_{j}\right)$, then consider the following modification to $O P T$. If $O P T$ executed $M V_{j-1}[r]$ at time $j$ for some packet $r>0$, then modify $O P T$ to execute $A_{j}\left[B_{j}\right]$ instead. The packets transmitted by $O P T$ at time $j$ and $j+1$ originally were $M V_{j-1}$ and $r$, vs. $A_{j}$ and $B_{j}$ after the modification. It is clear that $M V_{j-1}+r \leqslant A_{j}+B_{j}$, since $r \leqslant \max \left(A_{j}, B_{j}\right)$. Thus doing so would not violate the optimality of $O P T$. If $O P T$ executed $M V_{j-1}[]$ at time $j$, then modify $O P T$ to execute $\max \left(A_{j}, B_{j}\right)$ [] instead. Clearly, $\max \left(A_{j}, B_{j}\right) \geqslant M V_{j-1}$, maintaining the optimality of $O P T$.

Otherwise, $B F_{j-1}=0$. The packet transmitted at time $j$ must arrive during time $(j-$ $1, j)$. Assume that $O P T$ transmitted a third packet $p$ at time $j$, where $p<\min \left(A_{j}, B_{j}\right)$. If $O P T$ executed $p$ [] at time $j$, then we modify $O P T$ to execute $\max \left(A_{j}, B_{j}\right)[$ ] instead, increasing the optimal value. Clearly, this cannot happen. If $O P T$ executed $p[r>0]$ at time $j$, then we modify $O P T$ to execute $A_{j}\left[B_{j}\right]$ instead. Again $p+r<A_{j}+B_{j}$, a contradiction to the optimality of $O P T$.

From the previous lemma, it's clear that for $O P T$ 's decision to transmit and buffer packets at time $j$, the only packets worth considering are the two most valuable packets out of the following packets: $M V_{j-1}, A_{j}$, and $B_{j}$. We now introduce the Ratio algorithm (denoted by $R A$ ). $R A$ will also keep track of the three packets $M V_{j-1}^{R A} \equiv B F_{j-1}^{R A}, A_{j}$, and $B_{j}$. Notice that $R A$ will always buffer the packet $M V_{j-1}^{R A}$, regardless whether or not it will be transmitted at time $j$. Of these three packets, the two most valuable packets $F_{j}$ and $S_{j}$ (with $F_{j}$ arriving ahead of $S_{j}$ ) will be considered and possibly put in the queue. If $S_{j} \geqslant F_{j} \times r$, then $F_{j}$ will be dropped and $S_{j} \equiv T R_{j}$, the most valuable packet arriving after $S_{j}$ will become $B F_{j}$. We call $F_{j}$ being "preempted" by $S_{j}$. Otherwise $S_{j}<F_{j} \times r$, then $F_{j} \equiv T R_{j}$ and $S_{j} \equiv B F_{j}$. Figure 1 shows the pseudo-code for the Ratio algorithm. We use $B_{1}^{t}$ to denote the first packet in the queue at time $t$, and $B_{2}^{t}$ the second packet. Recall that $B_{1}^{t}$ and $B_{2}^{t}$ also refers to the values of these packets, $B_{i}^{t}=0$ means there is no packet in the $i$ th slot. Obviously, $B_{1}^{t}=0$ implies $B_{2}^{t}=0$.

Theorem 7. The Ratio algorithm is $((5+\sqrt{13}) / 6)$-competitive.
The full proof is a detailed case analysis. We first prove the following simple case.
Lemma 19. If at each transmission time $j, F_{j} \geqslant S_{j}$, then $R A$ is optimal.

```
RATIO
For the arrival of a new packet p at time t
IF B
    ACCEPT p into the queue, so now }\mp@subsup{B}{1}{t}=
ELSE
    IF p\leqslant B
            DROP p
    ELSE
        DROP the smaller of }\mp@subsup{B}{1}{t}\mathrm{ and }\mp@subsup{B}{2}{t}\mathrm{ , so now }\mp@subsup{B}{2}{t}=
        ACCEPT p into the queue, so now }\mp@subsup{B}{2}{t}=
        IF B}\mp@subsup{B}{2}{t}/\mp@subsup{B}{1}{t}\geqslant
            DROP }\mp@subsup{B}{1}{t}\mathrm{ , so now }\mp@subsup{B}{1}{t}=p\mathrm{ , and }\mp@subsup{B}{2}{t}=
    At transmission time j
    IF queue is not empty
        Transmit the first packet in the queue, so now }\mp@subsup{B}{2}{j}=
```

Fig. 1. Pseudo-code for the Ratio algorithm.

Proof. Since $F_{j} \geqslant S_{j}$, by the definition of $R A$, there are two possibilities for the orderings of $B F_{j-1}^{R A}, A_{j}$, and $B_{j}$ below.
(1) $B F_{j-1}^{R A}>\max \left(A_{j}, B_{j}\right)$, in which case $F_{j} \equiv B F_{j-1}^{R A}$ and $S_{j} \equiv \max \left(A_{j}, B_{j}\right)$.
(2) $A_{j} \geqslant B_{j} \geqslant B F_{j-1}^{R A}$, in which case $F_{j} \equiv A_{j}$ and $S_{j} \equiv B_{j}$.

We are going to prove $T R_{j}^{R A} \equiv T R_{j}^{O P T}$ and $B F_{j}^{R A} \equiv M V_{j}^{O P T}$, by induction on $j$. Clearly, when $j=0$, the hypothesis is true by default. We now look at time $j$, assuming the hypothesis is true up to time $j-1$. In case (1) above, $M V_{j-1}^{O P T} \equiv B F_{j-1}^{R A}>\max \left(A_{j}, B_{j}\right) \geqslant$ $\min \left(A_{j}, B_{j}\right)$. By Lemma 18,

$$
T R_{j}^{O P T} \equiv B F_{j-1}^{O P T} \equiv M V_{j-1}^{O P T}
$$

By the definition of $R A, T R_{j}^{R A} \equiv B F_{j-1}^{R A} \equiv T R_{j}^{O P T}$, implying

$$
B F_{j}^{R A} \equiv M V_{j}^{R A} \equiv M V_{j}^{O P T}
$$

In case (2), $B F_{j-1}^{R A} \equiv M V_{j-1}^{O P T} \leqslant \min \left(A_{j}, B_{j}\right)$. By Lemma 18, $O P T$ must transmit one of $A_{j}$ and $B_{j}$. If $T R_{j}^{O P T} \equiv B_{j}$, we modify $O P T$ so that $T R_{j}^{O P T} \equiv A_{j}$. It's clear such modification wouldn't hurt $O P T$ because $A_{j} \geqslant B_{j}$. By the definition of $R A, T R_{j}^{R A} \equiv A_{j} \equiv T R_{j}^{O P T}$, implying

$$
B_{j} \equiv B F_{j}^{R A} \equiv M V_{j}^{R A} \equiv M V_{j}^{O P T} .
$$

Thus $R A$ transmits the same packets as $O P T$ at all times.

Lemma 20. Consider the first time $j$ where $O P T$ and $R A$ differ from each other, i.e., $T R_{j}^{O P T} \not \equiv T R_{j}^{R A}$, then either $T R_{j}^{O P T} \equiv F_{j}$ and $T R_{j}^{R A} \equiv S_{j}$, or $T R_{j}^{O P T} \equiv S_{j}$ and $T R_{j}^{R A} \equiv F_{j}$.

Proof. Since $T R_{j-1}^{O P T} \equiv T R_{j-1}^{R A}$, so $M V_{j-1}^{O P T} \equiv B F_{j-1}^{R A}$. Thus $F_{j}$ and $S_{j}$ are also the two most valuable packets to consider for $O P T$ at time $j$, by Lemma $18, T R_{j}^{O P T} \equiv F_{j}$ or $T R_{j}^{O P T} \equiv S_{j}$. By the definition of $R A$, either $T R_{j}^{R A} \equiv F_{j}$, or $T R_{j}^{R A} \equiv S_{j}$.

The proof of the following lemma is trivial by the definition of $R A$.
Lemma 21. Either $T R_{j}^{R A}=\max \left(A_{j}, B_{j}\right)$, or $B F_{j}^{R A}=\max \left(A_{j}, B_{j}\right)$, for all $j$.
We use $O P T[i, j]$ ( $R A[i, j]$, respectively) to denote the total values of packets transmitted by $O P T$ ( $R A$, respectively) during time $[i, j]$. As in the nonpreemptive situation, we start from the first time $j_{0}$ where $O P T$ and $R A$ transmits different packets, and we'll find a future time $j^{\prime}$, where $O P T\left[j_{0}, j^{\prime}\right] / R A\left[j_{0}, j^{\prime}\right] \leqslant A P X$, etc. For simplicity, assume $j_{0}=0$. From Lemmas 19 and 20, we know $F_{0}<S_{0}$ and there are two cases.

The first (simple) case is $T R_{0}^{R A} \equiv S_{0}$ and $T R_{0}^{O P T} \equiv F_{0}$. Then $B F_{0}^{O P T} \equiv T R_{1}^{O P T} \equiv S_{0}$, since $F_{0}<S_{0}$. Thus

$$
\frac{O P T[0,1]}{R A[0]}=\frac{F_{0}+S_{0}}{S_{0}} \leqslant \frac{1+r}{r} \leqslant A P X .
$$

Notice that we didn't count $T R_{1}^{R A}$ in the comparison. If $B F_{1}^{O P T}=0$, then we can totally ignore $T R_{1}^{R A}$, and start from after the transmission at time 1 as the beginning of time. This is because $O P T$ will only have packets arrived after time 1 to consider after time 1 , which are all available to $R A$ as well. $R A$ might have buffered a packet at time 1 , but this only gives $R A$ more choices on packets, Lemmas 19 and 20 should still apply from time 1 onwards. Else $B F_{1}^{O P T}>0$, since $T R_{1}^{O P T}=S_{0}, B F_{1}^{O P T}$ must be $\max \left(A_{1}, B_{1}\right)$. By Lemma 21, we have the following two situations:

- $B F_{1}^{O P T} \equiv B F_{1}^{R A}$. This is the ideal case, Lemmas 19 and 20 should be applicable from time 1 on since $O P T$ and $R A$ buffered the same packet. We thus look for the next time OPT and RA disagree on transmission, and so on.
- $B F_{1}^{O P T} \equiv T R_{1}^{R A}$. Let $k>1$ be the first such time that $O P T$ didn't buffer a packet transmitted by $R A$ at time $k$, i.e., during time $j \in[1, k), T R_{j}^{R A} \equiv B F_{j}^{O P T}$. Or let $k>1$ be the first such time that $T R_{k}^{R A}=0$, whichever appears first. Then

$$
\frac{O P T[2, k]}{R A[1, k]}=1,
$$

since $T R_{l}^{O P T} \equiv B F_{l-1}^{O P T} \equiv T R_{l-1}^{R A}$, for $l \in[2, k]$. We then want to claim that from time $k$ onward, $O P T$ and $R A$ are synchronized again. If $T R_{k}^{R A}=0$, then it has to be the case that no packet arrived during time $(k-1, k)$. Thus $B F_{k}^{O P T}=B F_{k}^{R A}=0$, so Lemmas 19 and 20 apply from time $k$ onwards. Otherwise, consider time $k-1$, we know $B F_{k-1}^{O P T} \equiv T R_{k-1}^{R A} \neq 0$, so either $B F_{k}^{O P T}=0$, or $B F_{k}^{O P T} \equiv \max \left(A_{k}, B_{k}\right)$. If $B F_{k}^{O P T}=0$, then by the same argument before, Lemmas 19 and 20 applies from time $k$ again. If $B F_{k}^{O P T} \equiv \max \left(A_{k}, B_{k}\right) \not \equiv T R_{k}^{R A}$, then it has to be that $B F_{k}^{R A} \equiv \max \left(A_{k}, B_{k}\right)$ due to Lemma 21. So Lemmas 19 and 20 again applies from time $k$ onwards.

This completes the argument for the first case where $T R_{0}^{R A}=S_{0}$ and $T R_{0}^{O P T}=F_{0}$. We concluded that there exists a time $k$, such that $O P T[0, k] / R A[0, k] \leqslant A P X$, plus $O P T$ and
$R A$ are synchronized once more at time $k$, enabling Lemmas 19 and 20 again. Notice that the synchronize step is needed for a particular time $i$, where $T R_{i-1}^{R A} \equiv T R_{i}^{O P T}$. The analysis above is for $i=1$, but the same analysis applies for all such time $i$. In the remaining analysis, we won't explicitly bring up this situation, with the understanding that it can be dealt with.

The second case is more involved, where $T R_{0}^{R A} \equiv F_{0}$ and $T R_{0}^{O P T} \equiv S_{0}$ (thus $B F_{0}^{R A}=S_{0}$ ). We keep the inequalities (1) and (2) in mind, these are the worst case situations for $R A$, where $S_{j}=r \times F_{j}$. We shall transform all other situations to this standard case, via the following two mathematical lemmas.

Lemma 22. Let $Y, Z, U_{i}, V_{i}(i=1, \ldots, n), W_{j}, X_{j}(j=1, \ldots, m)$ be positive real values, for some $n$ and $m$. If

$$
\frac{Y}{Z}=\frac{U_{1}+U_{2}+\cdots+U_{n}-W_{1}-W_{2}-\cdots-W_{m}}{V_{1}+V_{2}+\cdots+V_{n}-X_{1}-X_{2}-\cdots-X_{m}} \quad \text { and } \quad \max _{i} \frac{U_{i}}{V_{i}} \leqslant \min _{j} \frac{W_{j}}{X_{j}},
$$

then $Y / Z \leqslant \max _{i}\left\{U_{i} / V_{i}\right\} \leqslant \min _{j}\left\{W_{j} / X_{j}\right\}$.
Proof. We repeatedly use the following fact about 4 positive real values $A, B, C$, and $D$ that satisfy

$$
\frac{A}{B} \leqslant \frac{C}{D}: \frac{A-C}{B-D} \leqslant \frac{A}{B} \leqslant \frac{A+C}{B+D} \leqslant \frac{C}{D} .
$$

Lemma 23. The following is true for all $M>0$ :

$$
\frac{\frac{M \times r}{r-1}+2 M}{\frac{M}{r-1}+2 M}=A P X \quad \text { and } \quad \frac{\frac{M \times r}{r-1}+M+M \times r}{\frac{M}{r-1}+M \times r}=A P X .
$$

## Proof.

$$
\begin{aligned}
& \frac{\frac{M \times r}{r-1}+2 M}{\frac{M}{r-1}+2 M}=\frac{\frac{r}{r-1}+2}{\frac{1}{r-1}+2}=\frac{3 r-2}{2 r-1}=A P X, \\
& \frac{\frac{M \times r}{r-1}+M+M \times r}{\frac{M}{r-1}+M \times r}=\frac{\frac{r}{r-1}+1+r}{\frac{1}{r-1}+r}=\frac{r^{2}+r-1}{r^{2}-r+1}=A P X .
\end{aligned}
$$

Lemma 24. We claim the following inductive hypothesis for any time $j>0$ :

- Either $O P T[0, j] / R A[0, j] \leqslant A P X$, or $O P T[0, j+1] / R A[0, j] \leqslant A P X$, or $O P T[0, j+2] / R A[0, j+1] \leqslant A P X$, or $\operatorname{OPT}[0, j+1] / R A[0, j+1] \leqslant A P X$. And there is an appropriate time $j^{\prime}$ such that OPT and RA are synchronized and Lemmas 19 and 20 apply.
- $\operatorname{Or} B F_{j}^{O P T}=0$ and

$$
\frac{O P T[0, j]}{R A[0, j]}=\frac{\frac{B F_{j}^{R A} \times r}{r-1}+U_{i}-W_{j}}{\frac{B F_{j}^{R A}}{r-1}+V_{i}-X_{j}}
$$

where $U_{i} / V_{i} \leqslant A P X \leqslant W_{j} / X_{j}$. Thus by Lemma 22 , we can ignore the $U_{i}, V_{i}, W_{j}, X_{j}$ terms while trying to prove the ratio APX, and only conceptually think

$$
\frac{O P T[0, j]}{R A[0, j]}=\frac{\frac{B F_{j} \times r}{r-1}}{\frac{B F_{j}}{r-1}}
$$

Proof. The base case is for $j=0$ : if $B F_{0}^{O P T} \neq 0$, then $T R_{1}^{O P T} \equiv B F_{0}^{O P T} \leqslant F_{0}$ by the definition of $F_{0}$ and $S_{0}$. Then either $T R_{1}^{R A}=S_{0}$, in which case

$$
\frac{O P T[0,1]}{R A[0,1]} \leqslant \frac{S_{0}+F_{0}}{F_{0}+S_{0}} \leqslant 1 .
$$

And after time $1 O P T$ and $R A$ are synchronized again since $M V_{1}^{O P T}=B F_{1}^{R A}=$ $\max \left(A_{1}, B_{1}\right)$. Or $T R_{1}^{R A} \not \equiv S_{0}$, that means $S_{0}$ was thrown away. By the definition of $R A$, it must be that $T R_{1}^{R A} \geqslant r \times S_{0}$. Then $T R_{2}^{O P T} \equiv T R_{1}^{R A}$, since $T R_{1}^{O P T} \equiv B F_{0}^{O P T} \leqslant F_{0}<S_{0}$. Thus

$$
\frac{O P T[0,2]}{R A[0,1]}=\frac{S_{0}+T R_{1}^{O P T}+T R_{2}^{O P T}}{F_{0}+T R_{1}^{R A}}<\frac{S_{0}+F_{0}+T R_{1}^{R A}}{F_{0}+S_{0}+T R_{1}^{R A} \cdot \frac{r-1}{r}}<\frac{r}{r-1} \leqslant A P X .
$$

The other case is $B F_{0}^{O P T}=0$. Also we know $F_{0}>S_{0} / r$ and $B F_{0}^{R A}=S_{0}$ from the definition of $R A$ :

$$
\frac{O P T[0,0]}{R A[0,0]}=\frac{S_{0}}{F_{0}}=\frac{\frac{S_{0} \times r}{r-1}-\frac{S_{0}}{r-1}+0}{\frac{S_{0}}{r-1}-\frac{S_{0}}{r(r-1)}+\left(F_{0}-\frac{S_{0}}{r}\right)},
$$

where

$$
\frac{\frac{S_{0}}{r-1}}{\frac{S_{0}}{r(r-1)}}=r>A P X>\frac{0}{F_{0}-\frac{S_{0}}{r}},
$$

satisfying the inductive hypothesis. This completes the base case analysis.
Assume at time $l-1$ the inductive hypothesis is true. If at time $l-1$ the first condition of the inductive hypothesis holds, then we skip to the appropriate time where $O P T$ and $R A$ are synchronized once more and apply Lemmas 19 and 20. Otherwise if there is no new packet arriving during time $(l-1, l)$, then $T R_{j}^{R A} \equiv B F_{l-1}^{R A}$ while $T R_{j}^{O P T}=0$, since $B F_{j-1}^{O P T}=0$. Then

$$
\frac{O P T[0, l]}{R A[0, l]}=\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}}{\frac{B F_{l-1}^{R A}}{r-1}+B F_{l-1}^{R A}} \leqslant A P X
$$

and $O P T$ and $R A$ are synchronized again after time $l$.
So the only case left is that the second condition of the inductive hypothesis held at time $l-1$ and at least one new packet arrived during time $(l-1, l)$, and so both $F_{l} \neq 0$ and $S_{l} \neq 0$. Here are the possibilities:
(1) If $T R_{l}^{R A} \equiv S_{l}$. Then $S_{l} / F_{l} \geqslant r$, and $F_{l} \geqslant B F_{l-1}^{R A}$. Then either $T R_{l}^{O P T} \equiv S_{l}$, or $T R_{l}^{O P T} \leqslant$ $F_{l}$ and $T R_{l+1}^{O P T} \equiv S_{l}$. Thus $O P T[0, l] / R A[0, l]$ or $O P T[0, l+1] / R A[0, l]$ is no more than:

$$
\begin{aligned}
\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+F_{l}+S_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+S_{l}} & =\frac{\frac{F_{l} \times r}{r-1}+F_{l}+F_{l} \times r+\left(S_{l}-F_{l} \times r\right)-\frac{\left(F_{l}-B F_{l-1}^{R A}\right) \times r}{r-1}}{\frac{F_{l}}{r-1}+F_{l} \times r+\left(S_{l}-F_{l} \times r\right)-\frac{F_{l}-B F_{l-1}^{R A}}{r-1}} \\
& \leqslant A P X .
\end{aligned}
$$

The last inequality is due to Lemmas 22 and 23.
(2) Else then $T R_{l}^{R A} \equiv F_{l}$ and $B F_{l}^{R A} \equiv S_{l}$. If $B F_{l}^{O P T} \neq 0$. We consider then the following two subcases.
The first subcase is $T R_{l+1}^{R A} \equiv B F_{l}^{R A} \equiv S_{l}$. Then we will show below that $O P T[0, l+1] /$ $R A[0, l+1] \leqslant A P X$, via another case analysis.
If $F_{l}, S_{l} \geqslant B F_{l-1}^{R A}$, we know $O P T$ transmits no more than a combined $F_{l}+S_{l}$ at times $l$ and $l+1$. Then

$$
\begin{aligned}
\frac{O P T[0, l+1]}{R A[0, l+1]} & \leqslant \frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+F_{l}+S_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+F_{l}+S_{l}} \\
& =\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+2 B F_{l-1}^{R A}+\left(F_{l}+S_{l}-2 B F_{l-1}^{R A}\right)}{\frac{B F_{l-1}^{R A}}{r-1}+2 B F_{l-1}^{R A}+\left(F_{l}+S_{l}-2 B F_{l-1}^{R A}\right)} \\
& \leqslant \frac{3 r-2}{2 r-1} \\
& =A P X .
\end{aligned}
$$

Else then $F_{l}=B F_{l-1}^{R A}>S_{l}$, we know $O P T$ transmits no more than a combined $2 S_{l}$ at times $l$ and $l+1$ since $B F_{l-1}^{O P T}=0$. So

$$
\begin{aligned}
\frac{O P T[0, l+1]}{R A[0, l+1]} & \leqslant \frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+2 S_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+B F_{l-1}^{R A}+S_{l}}=\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+2 B F_{l-1}^{R A}-\left(2 B F_{l-1}^{R A}-2 S_{l}\right)}{\frac{B F_{l-1}^{R A}}{r-1}+2 B F_{l-1}^{R A}-\left(B F_{l-1}^{R A}-S_{l}\right)} \\
& \leqslant A P X .
\end{aligned}
$$

The second subcase is $T R_{l+1}^{R A}>B F_{l}^{R A} \equiv S_{l}$. Then it has to be that $T R_{l+1}^{R A} \geqslant S_{l} \times r$, and $T R_{l+2}^{O P T} \equiv T R_{l+1}^{R A}$ since $T R_{l+1}^{O P T} \equiv B F_{l}^{O P T}$. Compare $O P T[0, l+2] / R A[0, l+1]$ with the two calculations of $O P T[0, l+1] / R A[0, l+1]$ above, $O P T$ added $T R_{l+1}^{R A}$ to the numerator, while $R A$ added at least $T R_{l+1}^{R A}-S_{l}$ to the denominator. And $T R_{l+1}^{R A} /\left(T R_{l+1}^{R A}-S_{l}\right) \leqslant r /(r-1)<A P X$. This proves $O P T[0, l+2] / R A[0, l+1] \leqslant$ $A P X$.
(3) Else then $T R_{l}^{R A} \equiv F_{l}, B F_{l}^{R A} \equiv S_{l}$, and $B F_{l}^{O P T}=0$.

If $F_{l} \geqslant S_{l} \geqslant B F_{l-1}$, then $T R_{l}^{O P T} \equiv F_{l}$.

$$
\frac{O P T[0, l]}{R A[0, l]}=\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+F_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+F_{l}}=\frac{\frac{S_{l} \times r}{r-1}+F_{l}-\frac{\left(S_{l}-B F_{l-1}^{R A}\right) \times r}{r-1}}{\frac{S_{l}}{r-1}+F_{l}-\frac{S_{l}-B F_{l-1}^{R A}}{r-1}} .
$$

Else if $B F_{l-1} \leqslant F_{l}<S_{l}<F_{l} \times r$, then $T R_{l}^{O P T} \equiv S_{l}$.

$$
\begin{aligned}
\frac{O P T[0, l]}{R A[0, l]} & =\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+S_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+F_{l}}=\frac{\frac{F_{l} \times r}{r-1}+S_{l}-\frac{\left(F_{l}-B F_{l-1}^{R A}\right) \times r}{r-1}}{\frac{F_{l}}{r-1}+F_{l}-\frac{F_{l}-B F_{l-1}^{R A}}{r-1}} \\
& =\frac{\frac{F_{l} \times r}{r-1}+S_{l}-\frac{\left(F_{l}-B F_{l-1}^{R A}\right) \times r}{r-1}}{\frac{F_{l} \times r}{r-1}-\frac{F_{l}-B F_{l-1}^{R A}}{r-1}}=\frac{\frac{S_{l} \times r}{r-1}-\frac{\left(F_{l}-B F_{l-1}^{R A}\right) \times r}{r-1}+\frac{F_{l} \times r-S_{l}}{r-1}}{\frac{S_{l}}{r-1}-\frac{F_{l}-B F_{l-1}^{R A}}{r-1}+\frac{F_{l} \times r-S_{l}}{r-1}} .
\end{aligned}
$$

Else then $B F_{l-1}^{R A} \equiv F_{l}>S_{l}$, and $T R_{l}^{O P T} \equiv S_{l}$.

$$
\begin{aligned}
\frac{O P T[0, l]}{R A[0, l]} & =\frac{\frac{B F_{l-1}^{R A} \times r}{r-1}+S_{l}}{\frac{B F_{l-1}^{R A}}{r-1}+B F_{l-1}^{R A}}=\frac{\frac{S_{l} \times r}{r-1}+\frac{B F_{l-1}^{R A} \times r-S_{l}}{r-1}}{\frac{S_{l}}{r-1}+\frac{B F_{l-1}^{R A}}{r-1}+B F_{l-1}^{R A}-\frac{S_{l}}{r-1}} \\
& =\frac{\frac{S_{l} \times r}{r-1}+\frac{B F_{l-1}^{R A} \times r-S_{l}}{r-1}}{\frac{S_{l}}{r-1}+\frac{B F_{l-1}^{R A} \times r-S_{l}}{r-1}} .
\end{aligned}
$$

These three equalities all satisfy the second case of the inductive hypothesis. This completes the inductive analysis.

Using Lemmas 19, 20, and 24, we can partition the time into subintervals, and show that $O P T[i, j] / R A[i . j] \leqslant A P X$ for each such subinterval $[i, j]$, proving Theorem 7.

### 3.3. Lower bound for the general model

We now briefly discuss the generalization of our lower bound construction to arbitrary queue sizes. In particular, for a queue of size $B$, consider the following general sequence (where $Z<B$ is some constant to be determined later):

$$
\begin{aligned}
& (\underbrace{1,1, \ldots, 1, \alpha_{1}}_{B}) \underbrace{\left(\alpha_{1}\right)\left(\alpha_{1}\right) \ldots\left(\alpha_{1}\right)}_{Z-1}(\underbrace{\alpha_{1}, \alpha_{1}, \ldots, \alpha_{1}, \alpha_{2}}_{B}) \underbrace{\left(\alpha_{2}\right)\left(\alpha_{2}\right) \ldots\left(\alpha_{2}\right)}_{B} \\
& (\underbrace{\alpha_{2}, \alpha_{2}, \ldots, \alpha_{2}, \alpha_{3}}_{Z-1}) \ldots(\underbrace{\alpha_{k-1}, \alpha_{k-1}, \ldots, \alpha_{k-1}, \alpha_{k}}_{B-1}) \underbrace{\left(\alpha_{k}\right)\left(\alpha_{k}\right) \ldots\left(\alpha_{k}\right)}_{Z-1}(\underbrace{\alpha_{k}, \alpha_{k}, \ldots, \alpha_{k}}_{B})
\end{aligned}
$$

If the online algorithm decides to transmit $\alpha_{1}$ at any time $j \in[1, Z]$, then the adversary will stop the sequence at time $Z$, i.e., the sequence ends with $Z-1$ packets with value $\alpha_{1}$. The online algorithm transmits no more than $(j-1)+Z \alpha_{1} \leqslant(Z-1)+Z \alpha_{1}$, while $O P T$ transmits all of the packets. Thus the ratio is no less than $\left(B-1+Z \alpha_{1}\right) /\left(Z-1+Z \alpha_{1}\right)$.

Otherwise, the online algorithm at best transmitted $Z$ packets of value 1 during time $[1, Z] . O P T$ instead would transmit $Z$ packets of value $\alpha_{1}$, while discarding the earlier packets with value 1 . The adversary then make $B-1$ packets of value $\alpha_{1}$ and another packet of value $\alpha_{2}$ to arrive during time ( $Z, Z+1$ ), and repeats the same strategy as during times 1 through $Z$. If the online algorithm kept on transmitting relatively low value packets, the adversary will end the sequence with $B$ packets with value $\alpha_{k}$.

To maximize the lower bound, we need to balance the ratios produced in all cases, with a value $Z$ that maximizes the overall ratio. We have the following final result: ${ }^{5}$

$$
\begin{aligned}
Z & =\left\lfloor\frac{B}{2}\right\rfloor \\
\alpha_{i} & =\frac{1}{1+B}\left(\frac{2 B+1+\sqrt{2 B^{2}+2 B+1}}{B}\right)^{i}+\frac{B}{1+B}\left(\frac{-1+\sqrt{2 B^{2}+2 B+1}}{B}\right)^{i},
\end{aligned}
$$

and the final bound is

$$
\frac{5+\sqrt{2 B^{2}+2 B+1}}{B+4}>\frac{5+\sqrt{(\sqrt{2} B+1 / \sqrt{2})^{2}}}{B+4}>\sqrt{2} .
$$

Appendix B provides detailed calculations and so we obtain the following.
Theorem 8. With $Z=\lfloor B / 2\rfloor$, the lower bound ratio approaches $\sqrt{2}$.

## 4. Bounded delay queueing policy

In the bounded delay model, each arriving packet is also assigned a deadline. A packet must be transmitted before its deadline or else is lost. However packets can be transmitted out of order, and we assume unlimited queue sizes. We also assume deadlines are integers. The $\delta$-uniform bounded delay model requires every packet to be transmitted within $\delta$ time units after its arrival, or otherwise it is lost. We first discuss the connection of the FIFO preemptive model to the uniform bounded delay model. In particular, we consider the FIFO preemptive model proposed in [4]. The model to be discussed in this section differs from our previous section only in that the new FIFO order permits the reordering of packets arriving at the same time unit $(j, j+1)$, for $j \in \mathbb{Z}$.

Clearly, any FIFO preemptive policy with queue size $B$ delays each packet by at most $\delta=B$ time unit, hence also a $B$-uniform bounded delay policy. However, the converse is not always true. We show here that the converse is true for $B=\delta=2$. Here we use $A N Y$ to denote any online 2 -uniform bounded delay policy. For convenience, we round down the admitted transmission deadline to the nearest integer since transmissions only happen at integral times, i.e., a packet arriving at time $t$ has a deadline of $\lceil t+1\rceil$.

Theorem 9. For $B=\delta=2$, ANY can be modified to operate on a queue with size 2 and can serve packets in FIFO order, without degrading its performance.

[^3]Proof. We modify $A N Y$ as follows: at any time $t$, first if $A N Y$ has more than one packet with deadline $\lceil t\rceil$, then only keep the most valuable packet. Afterwards if $A N Y$ still has more than two packets in its queue then we shall simply discard the packet with the least value. In case of a tie, the packet with earlier deadline is discarded. The reasoning is that $A N Y$ needs to transmit all the packets currently in the queue within the next two transmission times. Since only one packet can be transmitted per time unit, no more than one packet with deadline $\lceil t\rceil$ can be transmitted and in total no more than two packets can be transmitted eventually. By preserving only the two most valuable packets in the queue, we are guaranteed not to degrade ANY's performance. With regard to the new FIFO ordering, at time $t$, the packets in $A N Y$ 's queue should have deadline $\lceil t\rceil$ or $\lceil t+1\rceil$ only, since they all arrived before or at time $t$. This forces $A N Y$ to transmit the packet with deadline $\lceil t\rceil$ at time $\lceil t\rceil$, before any of the packets with later deadline $\lceil t+1\rceil$, respecting the FIFO order. Notice that the FIFO order property only holds for $\delta=2$. For $\delta \geqslant 3$, at any time $t$, we could have packets with deadlines $\lceil t+1\rceil$ and $\lceil t+2\rceil$ in the queue. Then it's not clear that packets with deadline $\lceil t+1\rceil$ has to be transmitted earlier than the ones with deadline $\lceil t+2\rceil$. ANY can transmit a packet with deadline $\lceil t+2\rceil$ at time $\lceil t\rceil$, and still be able to transmit a packet with deadline $\lceil t+1\rceil$ at time $\lceil t+1\rceil$. In fact, we believe that the optimal online algorithm for $\delta$-uniform bounded delay will transmit the packets out of the FIFO order for $\delta \geqslant 3$.

The previous theorem indicates that the 2-uniform bounded delay model is equivalent to the new FIFO preemptive model with queue size 2 . From now on we just focus on the new FIFO preemptive model with queue size 2, as it is closely related to the model introduced in the previous section. We first show a lower bound of 1.366 for this model. Notice that since the online algorithm can reorder the packets that arrived within the same time unit, we expect better competitive ratios for the online algorithm.

Consider the following general sequence:

$$
\left(\alpha_{0}=1, \alpha_{0}=1\right)\left(\alpha_{1}\right)\left(\alpha_{1}, \alpha_{1}\right)\left(\alpha_{2}\right)\left(\alpha_{2}, \alpha_{2}\right) \ldots\left(\alpha_{k-1}\right)\left(\alpha_{k-1}, \alpha_{k-1}\right)\left(\alpha_{k}\right)\left(\alpha_{k}, \alpha_{k}\right)
$$

At time 2, if the online algorithm transmits $\alpha_{1}$, then the whole sequence ends, and the ratio is $\left(\alpha_{0}+\alpha_{0}+\alpha_{1}\right) /\left(\alpha_{0}+\alpha_{1}\right)$. Otherwise, the online algorithm at best transmitted two $\alpha_{0}$ packets at times 1 and 2 . Now consider time 4 , if the online algorithm transmits $\alpha_{2}$, then the whole sequence ends, and the ratio becomes $\left(\alpha_{0}+\alpha_{1}+\alpha_{1}+\alpha_{1}+\alpha_{2}\right) /\left(\alpha_{0}+\alpha_{0}+\alpha_{1}+\alpha_{2}\right)$. Otherwise, the online algorithm at best transmitted two $\alpha_{2}$ packets at times 3 and 4. The same reasoning continues till $\alpha_{k}$. We thus need to solve the following equations:

$$
\begin{aligned}
L_{k} & =\frac{\alpha_{0}+\alpha_{0}+\alpha_{1}}{\alpha_{0}+\alpha_{1}}=\frac{\alpha_{0}+\alpha_{1}+\alpha_{1}+\alpha_{1}+\alpha_{2}}{\alpha_{0}+\alpha_{0}+\alpha_{1}+\alpha_{2}} \\
& =\frac{\alpha_{0}+\alpha_{1}+\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{2}+\alpha_{3}}{\alpha_{0}+\alpha_{0}+\alpha_{1}+\alpha_{1}+\alpha_{2}+\alpha_{3}}=\cdots \\
& =\frac{\alpha_{0}+\alpha_{1}+\alpha_{1}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}}{\alpha_{0}+\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k-1}+\alpha_{k}} \\
& =\frac{\alpha_{0}+\alpha_{1}+\alpha_{1}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}+\alpha_{k}+\alpha_{k}}{\alpha_{0}+\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}+\alpha_{k}} .
\end{aligned}
$$

Using the same techniques developed in this paper, we can solve the above equations, detailed calculations are omitted. For any positive $\varepsilon$ :

$$
\alpha_{i}=\frac{\varepsilon}{2+2 \varepsilon}\left(\sqrt{2+(1+\varepsilon)^{2}}+2+\varepsilon\right)^{i}+\left(1-\frac{\varepsilon}{2+2 \varepsilon}\right)\left(\sqrt{2+(1+\varepsilon)^{2}}-\varepsilon\right)^{i}
$$

and as $k \rightarrow \infty$,

$$
L_{k} \rightarrow \frac{2+\sqrt{2+(1+\varepsilon)^{2}}}{1+\sqrt{2+(1+\varepsilon)^{2}}}>\frac{2+\sqrt{3}+\varepsilon}{1+\sqrt{3}+\varepsilon}>\frac{1+\sqrt{3}}{2}-\varepsilon \approx 1.366-\varepsilon
$$

Theorem 10. For FIFO queue of size 2, or equivalently, 2-uniform bounded delay queue, no deterministic online algorithm can achieve a competitive ratio of $(1+\sqrt{3}) / 2-\varepsilon \approx$ $1.366-\varepsilon$, for any constant $\varepsilon>0$.

Next, we introduce an online algorithm that is $\sqrt{2}$-competitive. We modify the Ratio algorithm as follows: we set the constant ratio $r=2+\sqrt{2}$ instead, and we always reorder packets arrived in the same time unit in decreasing order. We show that the competitive ratio is bounded by

$$
\max \left(\frac{1+r}{r}, \frac{r}{r-1}, \frac{3 r-2}{2 r-1}, \frac{r^{2}}{r^{2}-r+1}\right)=\sqrt{2} \approx 1.414
$$

in Appendix C.
Theorem 11. For FIFO queue of size 2, or equivalently, 2-uniform bounded delay queue, the Ratio algorithm achieves a competitive ratio of $\sqrt{2} \approx 1.414$.

Next we present a matching lower bound for the 2-variable bounded delay model. The 2 -variable bounded delay model allows two types of packets arriving at time $t$ : the ones that must be sent the next integral time unit (with deadline $\lceil t\rceil$, or equivalently, delay 1 ), and the ones that can be delayed for 1 extra time unit (with deadline $\lceil t+1\rceil$, or equivalently, delay 2). Consider the following general sequence. We list the associated delay of each packet in brackets after its value.

$$
\left(1[1], \alpha_{1}[2]\right)\left(\alpha_{1}[1], \alpha_{2}[2]\right) \ldots\left(\alpha_{k-1}[1], \alpha_{k}[2]\right)\left(\alpha_{k}[1]\right) .
$$

The reasoning is similar as before. If at time 1 , the online algorithm transmitted $\alpha_{1}$, then the whole sequence stops, and the ratio is $\left(1+\alpha_{1}\right) / \alpha_{1}$. Otherwise, the online algorithm at best transmitted packet 1 at time 1 . If at time 2 the online algorithm transmitted $\alpha_{2}$, then again the whole sequence stops, and the ratio becomes $\left(\alpha_{1}+\alpha_{1}+\alpha_{2}\right) /\left(1+\alpha_{2}\right)$. Such reasoning continues until packet $\alpha_{k}$. We thus need to solve the following equations:

$$
\begin{aligned}
L_{k} & =\frac{1+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{1}+\alpha_{2}}{1+\alpha_{2}}=\frac{\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{3}}{1+\alpha_{1}+\alpha_{3}}=\cdots \\
& =\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}}{1+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k}} \\
& =\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k}+\alpha_{k}}{1+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k-1}+\alpha_{k}} .
\end{aligned}
$$

The calculation uses the same techniques before and is omitted here. For any positive $\varepsilon$ :

$$
\alpha_{i}=\frac{\varepsilon}{2+2 \varepsilon}\left(\frac{\sqrt{4+(1+\varepsilon)^{2}}+3+\varepsilon}{2}\right)^{i}+\left(1-\frac{\varepsilon}{2+2 \varepsilon}\right)\left(\frac{\sqrt{4+(1+\varepsilon)^{2}}+1-\varepsilon}{2}\right)^{i}
$$

and as $k \rightarrow \infty$,

$$
L_{k} \rightarrow \frac{1+\frac{\sqrt{4+(1+\varepsilon)^{2}}+1}{2}}{\frac{\sqrt{4+(1+\varepsilon)^{2}}+1}{2}}>\frac{3+\sqrt{5}+\varepsilon}{1+\sqrt{5}+\varepsilon}>\frac{1+\sqrt{5}}{2}-\varepsilon \approx 1.618-\varepsilon
$$

Theorem 12. For the 2-variable bounded delay model, no deterministic online algorithm can achieve a competitive ratio better than $(\sqrt{5}+1) / 2-\varepsilon$, for any constant $\varepsilon>0$.

## 5. Conclusion

In this paper we discussed various upper and lower bounds on competitive ratios for various queueing policies. Below we provide a summary:

- For the non-preemptive queueing policy, we proved tight $(2 \alpha-1) / \alpha$ upper bound for the 2 -value model, and $\Theta(\log \alpha)$ upper and lower bounds for the general value model.
- For the preemptive FIFO queueing policy, we proved 1.434 upper and lower bounds for queues of size 2 , and 1.414 lower bound for general queue sizes.
- For bounded delay queueing policy, we proved 1.414 (1.366, respectively) upper (lower, respectively) bounds for the 2-uniform bounded delay model, and tight 1.618 lower bound for the 2 -variable bounded delay model.

Many interesting problems remain open, for instance, are there non-trivial randomized upper and lower bounds for the preemptive and bounded delay model? For the general preemptive FIFO model, can we reduce the cap between the lower and upper bounds?

## Appendix A. Solving the equations for the lower bound construction for $\boldsymbol{B}=2$

We need to solve the following two series of equalities:

$$
\begin{align*}
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{1}+\alpha_{2}}{\alpha_{0}+\alpha_{2}}, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{2}+\alpha_{2}+\alpha_{3}}{\alpha_{0}+\alpha_{1}+\alpha_{3}}, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\cdots, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k-1}+\alpha_{k}}{\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k}} \tag{A.1}
\end{align*}
$$

and

$$
\begin{equation*}
\frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k}+\alpha_{k}+\alpha_{k}}{\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k-1}+\alpha_{k}+\alpha_{k}} . \tag{A.2}
\end{equation*}
$$

We manipulate equalities in (A.1) by applying the following rule: if $A / B=C / D$, then $A / B=C / D=(C-A) /(D-B)$. Here $A / B$ and $C / D$ represent consecutive expressions on the right hand side of (A.1). We get the following set of new equalities:

$$
\begin{align*}
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{2}+\alpha_{1}-\alpha_{0}}{\alpha_{2}-\alpha_{1}+\alpha_{0}} \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{3}+\alpha_{2}-\alpha_{1}}{\alpha_{3}-\alpha_{2}+\alpha_{1}}, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\cdots, \\
& \frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{k}+\alpha_{k-1}-\alpha_{k-2}}{\alpha_{k}-\alpha_{k-1}+\alpha_{k-2}} . \tag{A.3}
\end{align*}
$$

Keep in mind that $\alpha_{0}=1$. Solve each equation in (A.3) we have the following: $\alpha_{s}=$ $\left(2 \alpha_{1}+1\right) \times\left(\alpha_{s-1}-\alpha_{s-2}\right)$, for $2 \leqslant s \leqslant k$. This is a linear recursion for the $\alpha_{i}$ 's. The values of $\alpha_{i}$ 's are determined by $\alpha_{1}$. The series of the $\alpha_{i}$ 's is a linear combination of the two geometric series: $1, p_{1},\left(p_{1}\right)^{2}, \ldots,\left(p_{1}\right)^{k}$ and $1, p_{2},\left(p_{2}\right)^{2}, \ldots,\left(p_{2}\right)^{k}$, where $p_{1}$ and $p_{2}$ are the two roots of the quadratic equation $x^{2}=\left(2 \alpha_{1}+1\right)(x-1)$. So we have a general expression for $\alpha_{i}$ :

$$
\begin{aligned}
\alpha_{i} & =\gamma \times\left(p_{1}\right)^{i}+(1-\gamma) \times\left(p_{2}\right)^{i}, \\
\gamma & =\frac{1}{2}-\frac{1}{2 \sqrt{\left(2 \alpha_{1}+1\right)\left(2 \alpha_{1}-3\right)}}, \\
p_{1} & =\frac{2 \alpha_{1}+1+\sqrt{\left(2 \alpha_{1}+1\right)\left(2 \alpha_{1}-3\right)}}{2}, \\
p_{2} & =\frac{2 \alpha_{1}+1-\sqrt{\left(2 \alpha_{1}+1\right)\left(2 \alpha_{1}-3\right)}}{2} .
\end{aligned}
$$

We use equality (A.2) to solve for $\alpha_{1}$.

$$
\frac{\alpha_{0}+\alpha_{1}}{\alpha_{1}}=\frac{\alpha_{1}+\alpha_{2}+\cdots+\alpha_{k-1}+\alpha_{k}+\alpha_{k}+\alpha_{k}}{\alpha_{0}+\alpha_{1}+\cdots+\alpha_{k-2}+\alpha_{k-1}+\alpha_{k}+\alpha_{k}}=\frac{\sum_{i=1}^{k} \alpha_{i}+2 \alpha_{k}}{\sum_{i=0}^{k} \alpha_{i}+\alpha_{k}} \rightarrow \frac{3 p_{1}-2}{2 p_{1}-1} .
$$

The last step is due to the following fact, which can be verified via straight forward calculation:

$$
\lim _{k \rightarrow \infty} \frac{\sum_{i=0}^{k} \alpha_{i}}{\alpha_{k} \times \frac{p_{1}}{p_{1}-1}}=\lim _{k \rightarrow \infty} \frac{\sum_{i=1}^{k} \alpha_{i}}{\alpha_{k} \times \frac{p_{1}}{p_{1}-1}}=1, \quad \text { for } \gamma \neq 0
$$

Substitute in $p_{1}$ and solve the equation, we get $\alpha_{1}=(1+\sqrt{13}) / 2$ and in general

$$
\alpha_{i}=\frac{1}{3}\left(\frac{\sqrt{13}+5}{2}\right)^{i}+\frac{2}{3}\left(\frac{\sqrt{13}-1}{2}\right)^{i},
$$

with $\gamma=1 / 3, p_{1}=(\sqrt{13}+5) / 2$, and $p_{2}=(\sqrt{13}-1) / 2$. The final lower bound is then $\left(\alpha_{1}+1\right) / \alpha_{1}=(\sqrt{13}+5) / 6 \approx 1.434$.

## Appendix B. Lower bound for general queue size $B$

We need to solve the following equations (we use the notations introduced in Appendix A):

$$
\begin{align*}
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{1}+(B-1) \alpha_{1}+Z \alpha_{2}}{Z+(Z-1) \alpha_{1}+Z \alpha_{2}} \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{1}+Z \alpha_{2}+(B-1) \alpha_{2}+Z \alpha_{3}}{Z+Z \alpha_{1}+(Z-1) \alpha_{2}+Z \alpha_{3}} \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\cdots, \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{1}+Z \alpha_{2}+\cdots+Z \alpha_{k-1}+(B-1) \alpha_{k-1}+Z \alpha_{k}}{Z+Z \alpha_{1}+\cdots+Z \alpha_{k-2}+(Z-1) \alpha_{k-1}+Z \alpha_{k}},  \tag{B.1}\\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{1}+Z \alpha_{2}+Z \alpha_{3}+\cdots+Z \alpha_{k-1}+Z \alpha_{k}+B \alpha_{k}}{Z+Z \alpha_{1}+Z \alpha_{2}+\cdots+Z \alpha_{k-2}+Z \alpha_{k-1}+B \alpha_{k}} \tag{B.2}
\end{align*}
$$

We again transform the equations in (B.1) to the following:

$$
\begin{align*}
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{2}+(B-1)\left(\alpha_{1}-\alpha_{0}\right)}{Z \alpha_{2}-\alpha_{1}+\alpha_{0}}, \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{3}+(B-1)\left(\alpha_{2}-\alpha_{1}\right)}{Z \alpha_{3}-\alpha_{2}+\alpha_{1}}, \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\cdots, \\
& \frac{B-1+Z \alpha_{1}}{Z-1+Z \alpha_{1}}=\frac{Z \alpha_{k}+(B-1)\left(\alpha_{k-1}-\alpha_{k-2}\right)}{Z \alpha_{k}-\alpha_{k-1}+\alpha_{k-2}} . \tag{B.3}
\end{align*}
$$

We solve (B.3), and get the following: $(B-Z) \alpha_{s}=\left(B-1+B \alpha_{1}\right) \times\left(\alpha_{s-1}-\alpha_{s-2}\right)$, for $2 \leqslant s \leqslant k$. Similar to $B=2$, we can solve the sequence of $\alpha_{i}$ 's using equation (B.2) in terms of $Z$ and $B$. We select a $Z$ to maximize the bound. Setting $Z=\lfloor B / 2\rfloor$ gives us the following:

$$
\begin{aligned}
\alpha_{1} & =\frac{1+\sqrt{2 B^{2}+2 B+1}}{B}, \\
p_{1} & =\frac{2 B+1+\sqrt{2 B^{2}+2 B+1}}{B}, \\
p_{2} & =\frac{-1+\sqrt{2 B^{2}+2 B+1}}{B}, \\
\gamma & =\frac{1}{1+B}, \\
L_{k} & \rightarrow \frac{5+\sqrt{2 B^{2}+2 B+1}}{B+4}>\frac{5+\sqrt{(\sqrt{2} B+1 / \sqrt{2})^{2}}}{B+4}>\sqrt{2} .
\end{aligned}
$$

## Appendix C. The Ratio algorithm is $\mathbf{1 . 4 1 4}$-competitive with respect to 2-uniform bounded delay model

The proof is a similar case analysis as in Section 3, here we only outline the main ideas. We inherit the notations introduced in Section 3, here APX denote the constant $\sqrt{2}$. First, we can conclude that $O P T$ also reorder the packets arriving during the same time unit. In addition, Lemma 17 through Lemma 23 still apply in this situation. Since packets arrived during the same time unit can be reordered, we also conclude that $A_{j} \geqslant B_{j}$.

We again look for the first time where $O P T$ and $R A$ transmit different packets. Assume it's time 0 . By Lemma 19, we know $F_{0}<S_{0}$. There are again two cases, we will consider them separately.

The first case is that $T R_{0}^{R A} \equiv S_{0}$, while $T R_{0}^{O P T} \equiv F_{0}$. Since $S_{0}>F_{0}, T R_{1}^{O P T} \equiv B F_{0}^{O P T} \equiv$ $S_{0}$. By the definition of $R A, S_{0} \geqslant r \times F_{0}$. Thus

$$
\frac{O P T[0,1]}{R A[0,0]}=\frac{F_{0}+S_{0}}{S_{0}} \leqslant \frac{F_{0}+r \times F_{0}}{r \times F_{0}} \leqslant \frac{1+r}{r} \leqslant A P X
$$

The second case is more involved, when $T R_{0}^{R A} \equiv F_{0}$ and $T R_{0}^{O P T} \equiv S_{0}$. We reproof Lemma 24 below.

Proof. The base case where $j=0$ : if $B F_{0}^{O P T} \neq 0$, then $B F_{0}^{O P T} \leqslant F_{0}$. Then either $T R_{1}^{R A} \equiv$ $S_{0}$, in which case

$$
\frac{O P T[0,1]}{R A[0,1]} \leqslant \frac{S_{0}+F_{0}}{F_{0}+S_{0}}=1<A P X
$$

Or $T R_{1}^{R A} \not \equiv S_{0}$, so $T R_{1}^{R A} \geqslant S_{0} \times r$ and $S_{0}$ was thrown away. Then $T R_{2}^{O P T} \equiv B F_{1}^{O P T} \equiv T R_{1}^{R A}$, in which case

$$
\frac{O P T[0,2]}{R A[0,1]} \leqslant \frac{S_{0}+F_{0}+T R_{1}^{R A}}{F_{0}+T R_{1}^{R A}} \leqslant \frac{S_{0}+F_{0}+T R_{1}^{R A}}{F_{0}+S_{0}+T R_{1}^{R A} \frac{r-1}{r}}<\frac{r}{r-1} \leqslant A P X .
$$

Else $B F_{0}^{O P T}=0$. By the definition of $R A, F_{0}>S_{0} / r$, then:

$$
\frac{O P T[0,0]}{R A[0,0]}=\frac{S_{0}}{F_{0}}=\frac{\frac{S_{0} \times r}{r-1}-\frac{S_{0}}{r-1}+0}{\frac{S_{0}}{r-1}-\frac{S_{0}}{r(r-1)}+\left(F_{0}-\frac{S_{0}}{r}\right)},
$$

where

$$
\frac{\frac{S_{0}}{r-1}}{\frac{S_{0}}{r(r-1)}}=r>A P X>\frac{0}{F_{0}-\frac{S_{0}}{r}} .
$$

This satisfies the inductive hypothesis, completing the base case analysis for $j=0$.
Assume now at time $l-1$ the inductive hypothesis is true, consider time $l$. As in Lemma 24, the interesting case is that the second condition of the inductive hypothesis held at time $l-1$ and some new packets arrived during time $(l-1, l)$. Here are the possibilities:
(1) If $T R_{l}^{R A} \equiv S_{l}$. Then $S_{l} / F_{l} \geqslant r$, and $F_{l} \equiv B F_{l-1}^{R A}$. Then $T R_{l}^{O P T} \equiv S_{l}$, since $B F_{l-1}^{O P T}=0$, implying:

$$
\frac{O P T[0, l]}{R A[0, l]} \leqslant \frac{\frac{B F_{l-1} \times r}{r-1}+S_{l}}{\frac{B F_{l-1}}{r-1}+S_{l}}=\frac{r^{2}}{r^{2}-r+1} \leqslant A P X
$$

(2) Else then $T R_{l}^{R A} \equiv F_{l}$ and $B F_{l}^{R A} \equiv S_{l}$. If $B F_{l}^{O P T} \neq 0$, the analysis for this part is identical to that of Lemma 24, where we obtain two bounds:

$$
\frac{3 r-2}{2 r-1} \leqslant A P X \quad \text { and } \quad \frac{r}{r-1} \leqslant A P X .
$$

(3) Else then $T R_{l}^{R A} \equiv F_{l}$ and $B F_{l}^{R A} \equiv S_{l}$, and $B F_{l}^{O P T}=0$. The analysis for this part is again identical to that of Lemma 24.

This completes the proof for Theorem 11.
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[^0]:    * A preliminary version of this paper was merged with another paper by Nir Andelman and Yishay Mansour, which appeared in 14th Annual SIAM-ACM Symposium on Discrete Algorithms (SODA), 2003.
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[^1]:    ${ }^{2}$ These constrains are only added to make the analysis simpler to present and follow.

[^2]:    ${ }^{3}$ For the rest of the paper, we will simply state " $B$ numbers of packets arrive," with the understanding that they arrive one after another, infinitesimally apart.
    ${ }^{4}$ Notice that inevitably, we will encounter some roundoff errors due to the inability to accept partially an L.P. packet, but this is minor, and not considered here.

[^3]:    ${ }^{5}$ These expressions are for even $B$. We omit the expressions for odd $B$ for simplicity.

