.

Thus (5.1) is not true for this function for =1 and r=1.
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AN ALGORITHM FOR THE ORGANIZATION OF INFORMATION

G. M. ADEL'SON-VEL‘SKI{ AND E. M. LANDIS

In the present article we discuss the organization of information contained in the cells of an auto-
matic calculating machine, A three-address machine will be used for this swudy.

Statement of the problem. The information enters a machine in sequence from a certain reserve.
The infomiation element is contained in a group of cells which are arranged one after the other. A
certain auisber (the information estimate), which is different for different elements, is contained in the
infotmatich element, The information must be organized in the memory of the machine iz such a way
that at any moment a very large number of operations is not required to scan the information with the
piven evaluation and to record the new information element,

An algorithm is proposed in which both the search and the recording are carried out in C Ig N
operations, where N is the number of information elements which have entered at a given moment,

A part of the memory of the machine is sec aside to store the incoming information, The informa-
tion clements are acranged there in their order of entry. Moreover, ia another part of the memory a
“teference board'’ [1] is formed, each cell of which corresponds to one of the information elements,

The refetence board is a dyadic tree (Figure 1g): each of its cells bas no more than one left cell,
and no mote than one right cell subordinated to it, Direct subordination induces subordination (partial
otdering). In addition, for each cell of the wee, all the cells which are subordinate to a left (right)
direcdy subordinate cell, will be arranged further to the left (right) then the given cell. Morcover, we
assume chat there is a cell (the head) to which all che others are subordinate, By transitivity, the con-
ception "‘further to the left’’ and “further to the right’ extends to the aggregate of all the cell pairs,
and this aggregate becomes ordered. Thus, a given order of cells in a reference board should coincide
with the otder of arrangement of the estimates of the corresponding information elements (to be specific,
we shall consider the estimates as increasing from left to right).

In the first address of each cell of the reference board, a place is indicated where the comesponding
information elemear is located. The addresses of the cells of the refetence board, which are direedy
subordinate on the left and right respectively to the given cell, are located in the second and third
addresses, If a cell has no directly subordinate cells on either side, then chere is zero in the corre-
sponding address. The head address is stored in a cerwmin fixed cell I,

Let us call the sequence of the cells of the wee a chain in which each previous cell is directly
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subordipate to the following. For each cell of the ree, we shall designate as the leagth of the left
(right) branch the maximum length ‘of the chain which consists of cells subordipate to the given one
and located more to the left (right) than the given cell, Any chain whose length is equal to the length
of the branch is called the branch pivot.

The admissible ee will be such that for each of its cells, the length of the left branch differs
from the length of the right branch by no more than unity (Figure 1b).

Two orders for the information on the braach lengths ate distinguished in each cell of the address
board, If the left branch is longer than the right, then 1.0 swands in these orders. If the right branch
is longer than the left, then 0,1 stands; and if they ate equal, then 0.0. Moreover, it is considesed that
if there are no subordinate cells on either side, thea the length of the branch on this side is equal to

ZEY0.

Figure I Figure 2

The recording algorithm is such that at each moment, the reference board is an admissible wee.

Lemma 1. Let the number of cells of the admissible tree be equal to N. Then the maximum length
of the branch is not greater than (3/2) logy (N + 1).

Proof. Let us denote by Nn the minimum number of cells in the admissible aee when the given
maximum length of the branch is 5. Then it can be easily proven (see Figure 2) that N,=N,+
Nop+ b

When we solve this equation in finite remainders, we get

2 14V5\" 2 1— Y5\
tom (158) () + 1=35) (5
~UTYE ) ) Uy T
Whence

n<log,, yi (N +1) <5 logs (N +1),
2

q.e.d.

The search algorithm of the informacion element with the given estimate consists in the following.
We compare the given estimate with the estimate of the information element which corresponds to the
head. Depending on the result of the comparison, we now compate the given estimate with the estimate
of the information element which comresponds to the left or right directly subordinate cell head. Let k
comparison steps be made of the given estimate m with the estimate m, of the information element
which corresponds to a certain cell u of the reference board, If m <m (m> mu). then at step number
(k + 1), a compasison is made of the estimate m with the escimate of the information element corre-
sponding to the cell directly subordinate to u on the left (right). If m = m , the search is complete,
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From the uniqueness of the head, it follows that if the information element is among the informa-
tion gathered, the estimate of which element is equal to che given estimate, then it can be found at
any step. In addition, the number of comparisons will be equal to the number of cells of a certain
chain of the tree (considering that the comparison gives three answers). Since the number of operations
is proportional to the number of such comparisons, it follows from Lemma 1 that the numbes of the oper-
ations which are necessary io this algorithm for the search, is not greater than € log, (N + 1).

Let us now describe the algorithm of the structure of the reference board in the form of ag admiss-
ible wee,

The tree *s constructed as the information enters in the following fashion, When the first infor-
mation element enters a certain cell in the first address, the location of this element is noted in the
memory, Zeros are recorded in the remaining addresses and in the separate code orders, This cell is
called the head, Accordingly, its address is recorded in 2 cell which has been isolated for this pur-
pose, Let an admissible wee be constructed for N information elements and let the (N + 1) ¢h iofor-
wation element enter, We apply the search algorithm to the estimate m of this element, remembering
the cell addresses of the chain along which we proceed with this algorithm, Henceforth, we shall
refer to this chain as recorded. If it tures out that the new element is already cootained in the former
information, the wee does not change, Otherwise, we will come to the cell z which has the following
characteristics, If m < m,, whete m_ is the estimate of the information element corresponding w u,
cell u bas no direct subordinate on the left (right). The new cell v is then added to the reference
board which is directly subordinate on the lefr (right) to cell 2. A place is indicated in the first
address of cell v where the new information element is located; there are zeros in the remaining
addresses and in the separare orders. The address of cell v is located in the corresponding address
of cell u,

Thus the reference board, supplemented with cell v, is still a wee, but perhaps inadmissible,
Moreover, the separate orders in the cells of the recorded chain must be corrected,

First, the separate otrders in cell u are corrected, Thete are two possibilities: 1) 1 0 (0 1) stood
in the separate otders of cell u, and 2) 0 0 stood in these orders, In the first case, a new hranch
with a free side is added to cell v, whereupon the lengths of both branches become identical (equal
to 1), and the length of any other branch in the wree does not change, By placing 0 0 in the separate
arders of cell u, we complete the recording, since the tree obtained is admissible, In the second case,
we change the separate orders of 4 by 10, if m < m,; and by 01, if m> m,.

Lemma 2, Chain € of the admissible tree, if 00 stands in the separate orders in every cell of
this chain and the last cell has no subordinates (zeros stand in the second and third addresses), is
the branch pivot for the cell which directly precedes the first cell w of the chain €.

Proof. Let us assume that this lemma is incorrect, From the agpregate of all the chains which
begin with w and have a length greater than the length of €, lec us select chain ® which with € has
a maximum mumber of common cells. Lec ¢ be the last common cell of the chains & and 9, Then, its
branches have a different length; therefore, 0 0 cannot stand in the separate orders of cell . Thus,
Lemma 2 is proved.

Let us now examine the maximum connected part of € of the recorded chain, which goes upward,
beginning with cell u, and which consists of cells in the separate orders of which 0 0 stands, The
correction of the separate orders in the cells of € consists in the fact that 0 0 changes to 10 or
01 depending on whether the following cell of chain € is directly subordinate on the left or right,

#
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It follows from Lemma 2 chae: 1) cells which are subordinate to any cell from €, form an admiss-
ible tree; 2) the correction of the separate orders has been carried out coreectly for the cells from €
and 3) the length of any branch which contains cells fiom the recorded chain increased by 1.

Let us note, moreover, that the cells subordinare to any cell which does not beloag to the recorded
chain, form an admissible tree which did not change by the addition of cell v.

Three cases are possible:

1) € is the entite recorded chain. Then we already have an admissible wee.

2) € lies on the short branch of cell s, which directly precedes it. Then, after the addition of
cell v, an admissible tree is obtained; and it is only necessary to place 0 0 in the separate orders of
cell s,.

3) € lies on the long branch of cell s;. After the addidon of cell v, this branch of cell s; be-
came twice as long as the short branch, Let us examine three possible arrangements (to within sym-
metry) of the cells subordinate to s, as shown in Figure 3. 4, B, C, D, E, F are the branches

which ate not shown in the figure, The numbers in parentheses designate the length of the comesponding
branch.

am\‘ iarmf; i

DR

Fipwe 3

Gy
i % Y &W’ Faawk,
o 5 >
}j | Eﬁ!j% fxw‘;} i l{w;}
|- Lo i % j
N N
Figure 4

In this case, the tree is reorganized, as shown in Figure 4, s is the cell which directly precedes
sg- The encircled cells are those whose designations of the directly subordinate cells do not chaage.
We indicated ip brackets the values of the separate orders in the comesponding cells, if they must be
changed. After this reorganization, as the figure shows, the tree becomes admissible. If g is the

head (whereupon, there is no cell s), it is then necessary to change again the fixed cell in which the
head of the address is indicated,
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Since the search requires log, (N + 1) operations, the movement up along the recorded chain
to cell s, requires no more than C log, (N + 1) operations and, finally, the reorganization of the tree
requires a constant number of operations., In all, C log, (N + 1) operations are requited.
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CERTAIN EXTREMAL PROPERTIES OF FUNCTIONS
WHICH ARE MULTIVALENT IN A MULTIPLY CONNECTED REGION

Ju. E. ALENICYN

Let G be a bounded region of finite connectivity in the z-plane, with boundary C consisting of
simple closed analytic curves; let { be an arbitrary given point of the region G; let a SUCP TR
be arbitrary given constants not all zero; and let @ be an arbitrary angle, 0 < 0 < 7, Setting

p.
1 %
QL) =3 2,
= C) ,§1 =0
we denote by ¢9’ P (z, ) the uniquely determined function which is regular * in the region G except
for the pole at z = {, has an expansion of the form

P05 (2 0) = Qp (2 2 D (2 — 1)
n=1

and maps each boundary component of the region G onto a segment of a certain line making an angle
6 with the real axis, Let g(z) be an atbitrary‘ function regular in the region G, and let A(g) be the
area (finite, or infinite) of the image of G under the mapping w = g(z) (multiply covered areas counted
multiply). For a function f(z), regular in G except for a finite number of poles, we introduce for con-
sideration an outer area A(f) for the function f(z) in the region G. Indeed for a sequence of regions
G, approximating the region G from inside, we put

A(=limL S R,
k00 “©
B(®)
where f(z) = Re'®, B®) s the boundary of the image ¥, of the region G, under the mapping w=f(2),
and the integration is in the negative direction with respect to V,. If the function w = f(2) is regular
on the boundary of G, and assumes, p times in G, the value w = oo, then A( f) gives the difference

*In what follows, we understand by a regular and meromosphic function in a region, a function thac is single-
valued, regular, and meromosphic in the region. i

r g
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