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Abstract

We consider computation trees which admit as
gate functions along with the usual arithmetic oper-
ations also algebraic or transcendental functions like
exp, log, sin, square root (defined in the relevant do-
mains) or much more general, Pfaffian functions. A
new method for proving lower bounds on the depth of
these trees is developed which allows to prove a lower
bound Ω(

√
logN) for testing membership to a convex

polyhedron with N facets of all dimensions, provided
that N is large enough. This method differs essentially
from the approaches adopted for algebraic computation
trees ([1], [4], [26], [13]).

1 Pfaffian computation trees

We consider the following computation model, a
generalization of the algebraic computation trees (see,
e.g., [1], [26]).

Definition 1. Pfaffian computation tree T is a tree
at every node v of which a Pfaffian function fv in vari-
ables X1, . . . , Xn is attached, which satisfies the fol-
lowing properties. Let fv0

, . . . , fvl
, fvl+1

= fv be the
functions attached to all the nodes along the branch
Tv of T leading from the root v0 to vl+1 = v. We
assume that the Pfaffian function fv satisfies the fol-
lowing differential equation (see [20]):

dfv =
∑

1≤j≤n

gv,j(X1, . . . , Xn, fv0
, . . . , fvl

, fv)dXj ,

where gv,j are polynomials with real coefficients.
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The tree T branches at v to its three sons according
to the sign of fv (cf. [1]). Thereby, to each node v one
can assign (by induction on the depth l + 1 of v) a
set Uv ⊂ Rn consisting of all the points for which the
sign conditions for the functions fv0

, . . . , fvl
along the

branch Tv are valid. Thus, at the induction step, one
assigns to three sons of v the sets

Uv ∩ {fv > 0}, Uv ∩ {fv = 0}, Uv ∩ {fv < 0},

respectively. We assume also that the function fv is
real analytic in Uv. To each leaf w of T an output
“yes” or “no” is assigned, we call the set Uw accepting
set if to w “yes” is assigned. We say that T tests the
membership problem to the union of all accepting sets
(sf. [1]).

Taking polynomials as the gate functions fv in T ,
we come to the algebraic computation trees. The ex-
amples of other gate Pfaffian functions fv for 0 ≤ q ≤ l
are:
(1) exp(fvq

);
(2) 1/fvq

, defined for fvq
6= 0;

(3) log(fvq
), with log defined on the positive half-

line;
(4) sin(fvq

), with sin defined on an interval (−π +
2πr, π + 2πr);
(5) tan(fvq

), with tan defined on (−π/2 + πr, π/2 +
πr);
(6)

√

fvq
, with square root defined on the positive

half-line.
We suppose that the degrees deg(gv,j) of the poly-

nomials occuring in the definition of the gate functions
fv in T , are less than d.

Now let us formulate the main result.

Theorem. Let a Pfaffian computation tree T test



the membership problem to a closed convex polyhe-
dron P ⊂ Rn, having N facets of all dimensions from
zero to n. Then the depth k of T is greater than
Ω(

√
logN), provided that N ≥ (nd)Ω(n4 log d).

The complete proof of the theorem one can find in
[16]. Here we outline some of its ideas.

A special case of the theorem, when n = 2, so P is
a polygon, was proved in [12].

Several methods, based on topological characteris-
tics, are known for obtaining complexity lower bounds
for algebraic computation trees testing membership to
a semialgebraic set S ⊂ Rn. In [1] the bound Ω(logC)
was proved, where C is the number of connected com-
ponents of S or of its complement, in [2], [4], [25] the
bound Ω(logχ) for Euler characteristic χ of S was ob-
tained. A stronger lower bound Ω(logB) was proved
in [2], [3], [26], where B is the sum of Betti numbers
of S. Actually, one can directly extend these results
to Pfaffian computation trees, replacing in the proofs
the references to Milnor’s bound [22] for B by the ref-
erences to Khovanskii’s bound [19], [20] for the sum of
Betti numbers of a semi-Pfaffian set.

This leads to the following proposition [12].

Proposition. If a Pfaffian computation tree tests
the membership problem to a semi-Pfaffian set with
the sum of Betti numbers B, then the depth of the
tree is greater than Ω(

√
logB).

There is a conjecture that the bound in [20] can
be improved. If this were true, it would lead to the
bound Ω(logN) in the theorem and Ω(logB) in the
proposition.

Observe that because the sum of Betti numbers
of a convex polyhedron is 1, the theorem does not,
apparently, follow from the proposition. In [13] the
bound Ω(logN) was proved for testing membership
to a polyhedron with N facets by an algebraic deci-
sion tree (for N large enough, cf. the theorem). In
[27] a similar lower bound was shown for a weaker
model of linear decision trees. One cannot directly
extend the method from [13] to Pfaffian computation
trees since in [13] the effective quantifier elimination
procedure for the first-order theory of reals (see [15],
[10], [17], [23]) was essentially used, while for the the-
ories involving Pfaffian functions (for instance, exp),
the quantifier elimination does not exist [7], [8].

The computations involving other functions, be-
sides arithmetic, were considered in several papers. In
[18] for the circuits involving root extractions a com-
plexity lower bound for computing an algebraic func-
tion was obtained, in [14] this result was extended to

the circuits involving exp and log. In [11] lower bounds
on parallel complexity for Pfaffian sigmoids were ob-
tained.

Let us mention that for testing membership to a
polyhedron an upper complexity bound O(logN)nO(1)

was shown in [21] for linear decision trees.

2 Nonstandard fields and angle points

Fix an accepting set Uw ⊂ P and let v0, v1, . . . , vk =
w be all the nodes of the branch in T leading from the
root to w. Then Uw = {fv0

σ00, fv1
σ10, . . . , fvk

σk0}
for suitable signs σ0, . . . , σk ∈ {<,=, >}. Rename the
functions ±fv0

, . . . ,±fvk
by u0, . . . , uk in such a way

that Uw = {u0 = · · · = uk1
= 0, uk1+1 > 0, . . . , uk >

0}. Denote f = u2
0 + · · ·+ u2

k1
.

Because for each i-dimensional facet Pi of P there
exists an accepting set Uw1

such that dim(Uw1
∩Pi) =

i, for proving the theorem it is sufficient to bound
from above the number νi of i-dimensional facets Pi

for which dim(Uw ∩ Pi) = i.
Estimation of νi uses essentially the notion of i-

angle points. In order to define this notion, we have
to invoke nonstandard extensions of reals, which we
now briefly describe following [24]. The details could
be found in [6]. The nonstandard extensions were used
in [24], their algebraic version was essentially involved
in [15], [10], [17], [23] for effective solving systems of
inequalities and deciding Tarski algebra.

There exists a sequence of ordered fields

R0 = R ⊂ R1 ⊂ R2 ⊂ · · · ⊂ Rj ⊂ · · ·

in which the field Rj , j ≥ 1 contains an element εj >
0 infinitesimal relative to the elements of Rj−1 (i.e.,
for every positive element a ∈ Rj−1 the inequality
εj < a is true). In addition, for every function

ϕ : Rn
j−1 −→ Rj−1

there exists a natural extension of ϕ which is a func-
tion from Rn

j to Rj . We say that Ri is a nonstandard
extension of Rj for 0 ≤ j < i.

Consider the language Lj , j ≥ 0 of the first or-
der predicate calculus, in which the set of all function
symbols is in a bijective correspondence with the set
of all functions of several arguments from Rj taking
values in Rj , and the only predicate is the equality
relation. We shall say that a closed (i.e., containing
no free variables) formula Φ of the language Lj is true
in Rj , j ≥ 0, if and only if the statement expressed by



this formula with respect to Rj is true. The following
“transfer principle” is valid: for all integers 0 ≤ j < i
the closed formula Φ of Lj is true in Rj if and only if
it is true in Ri.

An element z ∈ Ri, i ≥ 0 is called infinitesimal
relative to Rj , 0 ≤ j < i if for every 0 < w ∈ Rj the
inequality |z| < w is valid. An element z ∈ Ri is called
infinitely large, if z = 1/z0, where z0 is infinitesimal.
If z ∈ Ri not infinitely large relative to Rj , z is called
Rj-finite.

One can prove [6], that if an element z ∈ Ri is Rj-
finite then there exist unique elements z1 ∈ Rj and
z2 ∈ Ri, where z2 is infinitesimal relative to Rj , such
that z = z1 + z2. In this case z1 is called the standard
part of z (relative toRj) and is denoted by z1 = stj(z).
One can extend the operation stj (componentwise) to
vectors from Rn

i and (elementwise) to subsets of Rn
i .

Denote m = n3 − n2 + n and standard part stm we
denote for brevity by st.

Definition 2. A point x ∈ Uw ⊂ Rn
m+2 is called

0-quasiangle if the inequalities

uk1+1(x) ≥ ε1, . . . , uk(x) ≥ ε1

are valid, there exist the points y1, . . . , yn ∈ {f =
εm+2} such that the distances ‖yi − x‖ ≤ εm+1, 1 ≤
i ≤ n and

det









grady1
(f)

‖grady1
(f)‖ , . . . ,

gradyn
(f)

‖gradyn
(f)‖









> ε1,

where grady(f) =
(

∂f
∂X1

, . . . , ∂f
∂Xn

)T

(y).

One can prove with the help of the transfer prin-
ciple that εm+2 is not a critical value of f , hence
gradyj

(f) 6= 0, 1 ≤ j ≤ n.
A semi-Pfaffian set (see, e.g., [8], [9]) is defined,

roughly speaking, as a set of points in Rn satisfying a
Boolean formula with the atomic subformulas of the
form (g > 0), where g is a Pfaffian function.

A sub-Pfaffian set is defined as a set of points in Rn

satisfying a formula (called Pfaffian formula over R)
with quantifiers ∀, ∃ restricted to bounded intervals,
where the quantifier-free part is a Boolean formula
with the atomic subformulas of the form (g > 0).

A sub-Pfaffian set has a finite number of connected
components each being, in its turn, a sub-Pfaffian set
[8]. On the other hand, a theorem of Gabrielov [7], [8]
states that each sub-Pfaffian set can be represented
by a formula with solely existential quantifiers (un-
fortunately the bounds for resulting formula are not
efficient).

In [19], [20] an explicit efficient bound is proved on
the number of all connected components of a semi-
Pfaffian set. This obviously implies the same bound
on the number of the connected components for a sub-
Pfaffian set given by a formula with solely existential
quantifiers, because a projection of a connected set is
connected.

One can extend the definitions of semi-Pfaffian and
sub-Pfaffian sets to nonstandard fields. If a sub-
Pfaffian set is defined by a Pfaffian formula over a
field Rj , then the same formula defines a sub-Pfaffian
set over a field Ri, i ≥ j; we call the latter set the
completion of the former one, and use for it the same
notation.

The bound for the number of all connected compo-
nents of a sub-Pfaffian set (in particular, finiteness of
this number) holds also over nonstandard fields due to
the transfer principle and the theorem of Gabrielov.

Note that Uw is semi-Pfaffian, while the set of all
0-quasiangle points is sub-Pfaffian.

In [5] (see also [13])it was proved that for each 1 ≤
j ≤ n there exists a family Aj consisting of j(n−j)+1
j-dimensional subspaces in Rn such that for any (n−
j)-dimensional subspace Q ⊂ Rn there is a certain
element R ∈ Aj for which (R ∩Q) = {0}.

Definition 3. A point x ∈ Uw is called i-quasiangle
(0 ≤ i < n) if for each subspace Π ∈ An−i the
point x is a 0-quasiangle point in the semi-Pfaffian
set Uw ∩ Π(x) where Π(x) is the (n − i)-dimensional
plane parallel to Π and passing through x (here we
apply the Definition 2 of 0-quasiangle points to the
restriction of f on Π(x)).

The set of all i-quasiangle points we denote by Ãi ⊂
Uw. Observe that Ãi is sub-Pfaffian.

Definition 4. The points of the set Ai = st(Ãi) ⊂
Rn

m are called i-angle.

Lemma 1. The set Ai is sub-Pfaffian and Ai ⊂ Uw.

The next lemma shows, informally speaking, that if
for i-dimensional facet Pi of P we have dim(Uw∩Pi) =
i (recall that our purpose is to estimate the number νi
of such Pi), then Uw ∩ Pi lies both in Ãi and in Ai.

Lemma 2. Assume that dim(Uw∩Pi) = i. If for two
points x̃ ∈ Uw ∩ Pi ∩ Rn, x ∈ Pi ∩ Rn

m the distance
‖x̃− x‖ is infinitesimal relative to R then x ∈ Ãi and
x ∈ Ai.



Lemma 3. dim(Ai) ≤ i.

Lemmas 2 and 3 allow to reduce the estimat-
ing of νi to the problem of estimating the number
of i-dimensional facets Pi of P which have full i-
dimensional intersections with at most i-dimensional
set Ai. This problem is treated in the next section.

3 Flat points

Definition 5. Let 0 ≤ i ≤ n − 1. A point x ∈
Ai is called i-flat if there exists an i-plane Π, passing
through x such that dim(Π ∩Ai) = i.

Denote by Φi ⊂ Ai the set of all i-flat points. Note
that for i = 0 Lemma 3 entails that dim(A0) ≤ 0,
i.e. A0 consists of at most a finite number of points,
therefore Φ0 = A0.

Lemma 4. There is at most a finite number of i-
planes Π for which dim(Π ∩ Φi) = i, and Φi is con-
tained in the union of all such i-planes.

Lemma 5. If a connected component φ of Φi has a
nonempty intersection φ∩Pi 6= ∅ with an i-facet Pi of
P , then φ ⊂ Pi.

Lemma 5 allows to reduce the problem under con-
sideration, of estimating the number of Pi such that
dim(Ai ∩Pi) = i, to estimating the number of all con-
nected components of Φi. Because we are able (see
Section 2) to bound the number of all connected com-
ponents of a sub-Pfaffian set given by a Pfaffian for-
mula with solely existential quantifiers (this is not the
case for the sub-Pfaffian set Φi), we introduce the fol-
lowing notion.

Definition 6. A point y ∈ Ãi is called i-pseudoflat
if there exist the points v1, . . . , vi ∈ Ãi such that

| det(v1 − y, . . . , vi − y)T (v1 − y, . . . , vi − y)| > ε1

and the points

y +
∑

1≤l≤i

εji+l+1(vl − y) ∈ Ãi

for all 0 ≤ j ≤ n2.

Denote the sub-Pfaffian set of all i-pseudoflat points
by Φ̃i. Observe that Φ̃i can be defined by a Pfaffian
formula with solely existential quantifiers.

The following lemma justifies the introduction of
infinitesimals εji+l+1 in Definition 6.

Lemma 6. Let the points x, v1, . . . , vi ∈ Ai be such
that the vectors v1−x, . . . , vi−x are linearly indepen-
dent. Denote by Π the unique i-plane passing through
x, v1, . . . , vi. If the points

x+
∑

1≤l≤i

εji+l+1(vl − x) ∈ Ai

for all 0 ≤ j ≤ n2, then dim(Ai ∩Π) = i.

The proof of the next inclusion relies on Lemma 6.

Lemma 7. st(Φ̃i) ⊂ Φi.

Using Lemma 2 we obtain the following lemma.

Lemma 8. If dim(Uw ∩Pi) = i then Uw∩Pi∩Rn ⊂
Φ̃i.

One can prove (cf. Lemma 1 in [15]) that for any
connected sub-Pfaffian set V its standard part st(V ) is
also connected. Together with Lemmas 7, 8 this allows
to reduce the estimating the number of all connected
components φ of Φi such that dim(φ ∩ Pi) = i for
some i-facet Pi of P (see Lemma 5), to estimating the
number of connected components of Φ̃i. The latter
follows from Khovanskii’s bound [19], [20].

Lemma 9. The number of all connected components
of the set Φ̃i does not exceed 2k

2

(ndk)O(k+n4).

We conclude that νi ≤ 2k
2

(ndk)O(k+n4). Hence,

N < 3k2k
2

(ndk)O(k+n4) (see the beginning of Sec-
tion 2). This implies the theorem.
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