Abstract

te a given set of Bilinear formg over mon-commutative indetermi—
hates. The following results are Presented in this paper. (I) An
explicit formula for_the rank of a pair of matrices (the most

is obtained. (3) an explicit description of the group of all the
linear invertible transformationg Preserving the rank of tensorg
of a given dimension is suggested. (4) An existence (when F 1s
algebraically closed) of the critical rank (for the space of ten-
80rs of a given dimension) is proved. This number ig equal to bhe
common rank of the tensors in Some nonempty Zarisski-open aet.As
@ corollary two "effective" methods for the constructing of the
tensors with the rank no less than the critical one are exhibi -
ted. Also gome boundg for the critical rank are formulated.



Let V..,....,VK be the vector spaces over a field F and

TeVi® ... &Yy - We detine a renk 70y (T) in the following -
manner ([I]): :

N : Lot
9: () =min {N:‘E =5V e Uk, U}GV; }

: () ()

The rank of a set {A ,---;A . } of the matrices is de -
fined as the minimal number of the rank EI‘:) mtrii:(gf by the linear
combinations of wh:l.cl}‘fll th(g) matrices A y+++3/\" " can be expres-
sed. Evidenzl;y, ZQ’(A ;---;A )13 equal to the ranlé of the ten-
sor A-—=(a,,,-) » Where (L,-,} is (f,,J) -entry of A() ) The rank
(or the multiplicative complexity) of a set of the bilinear forms
is defined as the rank of the set of their coefficient matrices.

I. For two square matrices A,B we define & relation

B <A« g (A,B) =9(A)
LEMMA I.I. The relation B<A is equivalent to the exi -
stence of such a matrix C that
I)B=AC ; 2) C has & basis of the eigen-vectors (such
the Ratrices will be named diagonalizable);3) Ker( =2 Ker'B =2
Ker '

o 1.2 2g(A,B) =1g(A)+min, , 29(B-C)

(The case A is a matrix unit was treated in {2]). Hence-
forth in the section I F is assumed to be algebraically closed.

PROPOSITION I.3. The rank of a pair of MXN(M €M) matri-
ces is equal to an{n,zm} everywhere in gsome nonempty Za-
riski-opan set. :

If the square matrices C,@ are invertible,then
2¢(A,B) =g (CAD,CBD)- so it is sutficlent to £ind the renk
of a pair of matrices in the Welerstrass—Kronecker: canonical.
torm ([3],ch.I2). By the Kronecker’'s theorem évery pair of mxh
matrices over an algebraically closed field can be reduced (with
the help of the transformation A,B-#-CA?, CBD  with inver
tible C,ﬂ )} to the following quasidiagonal form: -

L3 B =

o
i
]
=z




(all the corresponding blocks have the seme dimensions). There
are the :t:’ollow:l.ng types of the corresponding palrs of the blocks:

singular blocks aix(a,;+4) of the type L, i

S [ v of.
ba, =" " 4o ’ ha= | |
sinéqlar blocks (5}+4)ng of the typeK :
. Ko I? Kl ..
.regular square blocks of the type }. e
M. A
E= '.‘l ) Hll= ’L'.'.."
' ' o A

regular square blocks of the type 0o (Ho;E)-

) TEORE! I. Let a pair of matrices A B over an algebraical—{
ly closed field F in its Weierstrass-Kronecker canon:lcal form.
contain:

a) f blogks of the type L: (L'a,,‘va,‘); 7(1_'/%) L’%)}
b) K blocks of the type K: (Kﬂu Kg,)-, RS (Kg,(, Kéx) ;

¢) for every /L d, blocks of the type A with dinsnsiona
no less than 2XZ (may be/l.— ©0). Let (= mag, d, and all
the regular blotks in both A and B form the square PX P mat -

- rices. Then

"?(AvB)_;é; (dz+4?+é (b+1)+p+d.

Let us prove the lower bound for 7§ ( A B)
Pirstly we can replace the matrices A B by the matrices

__oLA"'ﬁB B rA+5B (l |=I=0 hence 'Lg'(A B) W(A B)

and the parametres{a, 5 {6 , P) remain u.nchanged), 80
that the canonical form of Bid”“"t contain blocks of
. the type oo and besides that {(we shall denote A

again by A B )e
Then we add some null rows and columng to A and B simulta~ .
niously in order to make A B NX N -—square and A containing
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all its unities on the principal diagonal. We describe this tran-
sformation for the singular pairs of the blocks:

1 [T T 07,
b 40 o Y] D .740 1 3
T T 0, o1
K: 4‘_. X .‘\4 ——n : 4
11" 0 1

Assume the lower bound is yroné, t‘hgn by lemmas I.I.,I.2.
there exists such a diagonalizable (this property is implied by
the structure of A ) matrice C{A that Z?(B—C)<K+£+df.

We denote 7 = C and'c_:hoose the principal ZX¢ minor C,

(-it is an undermatrix containing 7 entries of the principal di- -

agonal) of C such that 'zg(C,) =7.

Let § he the set of ((l+K+ L’) rows- of B consisting of
the first rows of (I) (K+e) singular blocks; (2)d,=d,o regular
blocks of the type () which have the dimensions no less then

2XZ . Having done some permutation:of the elements of the ba-
sls of the N -dimensional space, we place (/4 at ‘the lower right
corner of C . We demand also th:l.g permufation to give the rows
from O the numpers £rom (s-t+1) to (s+d+K+0-1) for some
-l;(ng.;d,-HH-e) » §=N—7 (we preserve the same notations
for the permuted matrices). . '

Denote by Wy, ..., Wyist ~ the rows of J with the numbers -

from (5 -t+ 4) to N . Bvery »Wi (4;; l','.g d +K+ E) contains only

one unity and these unities are the only non-zero etitries in the

rows and the columns containing them (we shall refer to this pro- .

perty ad S -=property). Moréover the columns of B with the num-
‘bers from (3-—’(5 +4) to (§+ d+K +€-t) contain only zeroes (this
property will be named B -’-p:"{opertj) owing to the choosing of S
(vogether with the. inequality ZQ'(B— C ) < d+K+ it "siveat >4
). § -property and B -propéerty are deduced from the equality
d =d, and the form of the transformstions adding null rows and
columns. _ . ' Ce
. So there exist the rows u4,4;-7_4d+x+f-t - of (C'B) with
the numbers greater than 'S whose projections on the columns =
‘with the nuibers from(5+1)to (S+d+K+f-1) are linear indepen-
dent (this proposition can be deduced from the B -property aand
invertibility of C, ). 'We supplement rows U,,;, cocy u'd.-H(-PE-t
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B

of (( _B) with such rows 'LLd+K+g_t+4, ceey uh(h<d+r<+8) ke

LL,”. vey LLh form the basis of the space of all the rows of (C—B)
ie denote by Uy ..., UIZJ-'I; the rows of C with the numbers
}
grom (-t +4) to N . is ‘Zg'C =’Z(}'Cf=2 then there are T line-
ar equalities: o

z
Yy =20 % Vit

[ . .
*

: z ‘
Vi =Z‘i={ dit Uit

We replace every Uj (4<£< 'Z+'b) by the sum of row W; - of
with the number (i+$-t) and row of (C~B) with the number

( L +5 —‘b) , and we express the latter row as a linear combina -

tion of-Uy,..., U, . So we obtain the equalities

| 2 <k
Wy =2 S aWint + 25y Pyl

: 2 ' h ,
Wt =Z.i,=4 d‘ifWL-J-t + Z}:r‘ﬁtj uj-
. As~h,<d,+K+je then for some nontrivial linear combination
Z..L‘, Yiwi . we obtain '
d+x+l-t

t 2 :
Z-i=4fiwi = Z-a=4°"LWL+t+ Z}=f ﬁ.j Ui

- Projecting this equality on the columns with the numbers
from (S+1) to(S+d+K+E-1)  we infer that By=...=H, ., . =0,

. and 80 this equality leads to the contradiction with -proper-

ty. The lower bound is proved.

Let us prove the upper bound for Zg(A,B)

 LEMMA I.4. Let jo,ﬁ,.,..,fne FLx] and not all the
derivatives fo y ,', cer) j:n‘ vanish identically. Assume for every
oy, .. yoly€F there exists a multiple root of fo+2i;ol;f; .Then

: fo;:’c“.?" .,fpn ~bave a nontrivial common divisor (here F is any

infinite field). _
LEMMA I.5. Let NXI matrix A be equal to



H |
A‘H/LzH
./{5 '

. N
ny Y =
n.—n,,] X;'

5 ‘where J-'brdan"s block H)-‘ is of the dimenaionzixzi(Zé;az".{s_'i‘s)
and ;%A (1€i<j<§).hen Zg(E,A)S.. R+1 (E 1is a matrix
unit)..

Let q, be the characteristic of an algebraically closed
field F _+Cohgider the following matrix C of the rank no greater

than I:. U e 24

i Blob g | ..

2lobs Bloty lats|...in.

'zsobfﬁ-d,z A3zl

L3 L] . .
. s

ol . 1o -in-ny
n{ 'o
n-n, .
where f3 in any element of F different from all(A i -A) (1< Jé.-S)

if q,lKi for all 1€i< 3, and S =0 otherwise. By lemma I.4.
there exist such oL,,,... ,o{s thaj: the characteristic. polynomial of

the upper left n,xn, undem.ﬁti-ix of (A+ C) hag no multiple
roots, so (A+C) is diasgonalizable. Hence by lemmas I.I.,I.2.
(E,A)< n+1, o
“ rmnis 1.6, % (b, ho)=< at+d, 'L?‘(Kg,Kg«)s b+1.
Theorem I is concluded from the préved lower bound and by

lemmas I.5.,I.6. . E
COROLLARY I.7. For MXN(M<N) matrices over an algebra-

ilcally closed field o '
max, . w(A,B)=min {m+[n/2],2m}
A’B ? .

¢ [x] is an entire part x,f Xl=1f-x] do .
PROPGSITION I.8. Rank (over (], ) of a pair of integer mat-

rices can be computed in polynomial time. . ,
Using [3], ch.I2,§ 3 we can f£ind in polynomial time all thg



singular blocks of a pair of integer matrices (the solutions of
the auxiliary systems of the linear equations with the rational
coefficients can be found in polynomial time by [4]).

Now we restrict ourselves to considering a pair of integer
matrices A,B having only regular blocks in its canonical form,
and we have to find a parametre (i (without loss of generality,
we again assume the pair A,B has no blocks of the type 00 ).We
compute the elements of matrix C =A"'B  again using [4]. Let
LA,y Lk(A) be the inveriant polynomials of C(iju()-)l L} )
for all 4<j<K). Let pj (/L)-'--(Lj (L), Lj (A) where f,j'(/!.) is
a derivati e of L;(A) , then d,=mam{jdeq%(/1)>o} To
£ind L((A),...,Lx(A) in polynomial time we can use Hu's method
from supplement A in [5] extended from integer matrices to inte-
ger )., -matrices (M.A.Frumkin has drawn the author’'s attention
to the possibility of such an extension).

The proposition is also valid for matrices over finite
fields, the field of rational Gaussian numbers etc.

2. The multiplicative complexity (over a finite rie1aF ) of
the polynomial multiplication is equal to the rank (over the
‘#ie1dF ) of the following set of bilinear forms:

{%K =Z. . xi‘f&—i, O.E,K.;,?,n} » we denote this number by
o<, K-ign _

¢(Pn) . Let F be a finite field of the characteristic , .
We shall prove below that ‘Z?F(Pn_4)< n- q(n) where 3‘} (n) is
the inverse of some function which belon% to the clads &7 of
Grzegorczyk's hierarchy [6] but not to 8 , and go q(n) grows
slower than_ 60? N with any fixed number of iterations.
This upper bound for the multiplicative complexity is better than
one based on the fast Fourier transform [7],[8]. :

Strassen [I]defined the rank of an algebra as the rank of
its structure tensor and defined the rank of a group (t (over
some field F ) as the rank of group algebra F (&) .lLet F(qs)
be the field congisting of q,s elements, £, be the cyelic group
of order I .

IEMMA 2.T. For every integer N

W ()< W (Pu-i) < e (Zpn-y);
Gy (FG") = Gy (Po-) < Gy (FG™ ).




In more general form these inequalities were formulated in
the recently published [ 9]

LEWMA 2.2. Tet 7=('-{ . Then F(q,)(Zz) Z, @F(q )
where K;[M  for every L (certainly,z K;=2).

Let us define g' ()  in the follow:mg manner Set 9'9(2)—

(5)-- (4) 1= . If M>4 is equal to[(q )2 +4 for
some integer S, the?+f1efine gq(m) 2(} 9’9/ ($) . IF M>4
and[(qs)/2]<m‘=[ q, )/ 2'] for some integer J , then

def:l.ne gq(m) g'q,([(q( )/Z]+")

REM 2. For every integer N

“Feiq)(Pr-i)< %(n)

The theorem will be proved by the induction on n, Let for
N<$ (§>4) the inequality is proved. Set 1=Q -1 and
using by turns the first 1nequa11ty of lemma 2.I1.,lemma 2.2. and
the inequality 29‘(01,@ )G'Lg(@f.)‘i"lg/(a\g’) [T]which is
velid for any algebras () ; » the second inequality of lem-
ma 2.I., the induction conjecture, again lemma 2.2 and the non-
decreasing of the function gfq(ﬂ,) in 1 , we obtain a chain of
inequalities!

Yr (P (- 4)/z]) G0 (Zz')‘szi"%(q)( Fo™") =<
2 Yy (P-1) = 2 K Gg (k) < 2:94(9),

Let N>1 so that[(qs-‘)/z] <n£[(qs)/ 2] | . Using

by turns the non-decreasing of the function (Pn) in N,
the inequality just proved, the definition of the fu.nctlongr (n)
and its non-decreasing in N , we obtain a chain of J.nequal:.ties
completing the proof of the theorem:

Briq) (Pr-)= Yy Py prag)= #4400 <
(gl +4)9, ([Gg" ] +1) = gy )

3. The follow:l.ng two kinds of transformations of a tensor-
product space V:, QV;( of some vector spaces V:; X ;VK do
not change the rank of tensors:
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I) invertible linear transformation in every component V/;
(1«1 <K) '
2) if for some l',,Jv ;f.'Vi, """Vj is an isomorphism of the
vector spaces, then the following transformation does not change
the rank: '

-1
U,@... SUEG...QI{EG...GW(—-*U:,@...@JC V))®...85(,)®... 8 Uk

THEOREM 3. The group of all invertible linear transformati-
ons of'V:,@...@VK mapping tensors with rank I in tensors with
rank I coincides with the group generated by transformations of

the kinds I), 2).
The proof is based on the following lemma:

IEMMA 3.I. Let Ty,T,€V;®...0V be such that
zg,(@'{) =Z?CT2,) =Z?(’54+ ‘z‘z)z»]. Then there exist such b("ﬂébéK),
v , U(ﬂ)e \]; and U:l E\G (j # ‘L) that

= ' ) () ; -
l,=0,®...00,_ 01P®1V,,8...0U (p=1,2).

4. Henceforth assume that the field [ is algebraically clo-
sed and has the characteristic q s and let Fq/ be a primitive
field of the characteristic q, '(CI/ is prime or equal to zero).

@ @ . :
- M LR, <

Let X (n,“...,n,K)..{'fl_‘fi’””_"i’K Heteng, 1<) K} be an

algebraically independent set over Fq and deanote by

4}
G =EL (x a'(ni,.,.,n,()) a field of the algebraic functiong. We
an . -
g “hose (byyeer b -

and set "(,ai(n“._‘,nk)_—_

- n
define a tensor Tq/(m,n SWE G,;@@G
entxry is equal to ,]}::':’ b
'L%Ga{(Tq/(m,._..,nK)).

LEMMA 4.I. There exist such primitive-recursive functions
d,:d(n””,,n,(), M = M My <o 1) that the rank of a ten-
sor from F™ ®...® Fn" is equal to 7, =’D¢{_m....,l’h<) every-
where in some nonempty Zariski-open set in F '®...® FM, and
the entries of any tensor with rank less than Ty satisfy some
algebraic equation having coefficients in Fq’ » the degree less
than and the sum of modules of the coefficients ( in the case
when q,=0) less than M . . ;

This lemma can be proved by the method of quantifier-elimina-
tion and the author conjectures that such M, can be found in

of Grzegorczyk’s hierarchy. '

THEOREM 4. I) Let J*n'"'}‘seFa, (6=h,.....N,)  be some ele-

1I



4
ments of degrees (I° ,...,d,’s over F and let fly,.. "'}"'s be
entries (in any order) of some tensor Te:F ®... F .
Then V- (1:)>'ch Y

2) th le‘ —-" g_’-‘fftﬂ = M (}‘%(5*1)) +1 , be entries
(in any order) of an integer tengor T 6‘.@ ® ® @ . Then
‘b(}, (THY2% (the numbers "bq[, M, d, are taken from lem-
ma 4.I).

The idea of constructing T, ¢'  is similar to one used by
Strassen [1'0] to construct polynom:l.als which are "hard to com-
pute”. But our method gives some stronger (for the problem under
consideration) lower bound (namely, the critical rank) using,un-
fortunately, functions M d which grow very fast.

PROPOSITION 4.2. For every integer MN,,...,/

oo N A, +.. 4~ (K-D)< ‘qu(m,---,nx)q_m/z-lmam{nz,n3}n,q R (9
and for every prime q, greater than some number (depending on
My % (n,“...,nK)='Lo(n1,..‘,n,K).

REMARK. According to proposition I.3. ‘L@(Z m,n) =
min {2m, n} » where m<h.
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