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INTRO: TOPIC MODELING
AND SENTIMENT ANALYSIS




OVERVIEW

- Very brief overview of the paper:
- we would like to do sentiment analysis;
- there are topic model extensions that deal with sentiment;
- but they always rely on an external dictionary of sentiment words;

- in this work, we show a way to extend this dictionary automatically
from that same topic model.



OPINION MINING

- Sentiment analysis / opinion mining:

- traditional approaches set positive/negative labels by hand;

- recently, machine learning models are trained to assign sentiment
scores for most words in the corporg;

- however, they can’t really work totally unsupervised, and
high-quality manual annotation is expensive;

- moreover, there are different aspects.

- Problem: automatically mine sentiment lexicons for specific
aspects.



TOPIC MODELING WITH LDA

- Latent Dirichlet Allocation (LDA) - topic modeling for a corpus of
texts:

- a document is represented as a mixture of topics;

- atopicis a distribution over words;

- to generate a document, for each word we sample a topic and
then sample a word from that topic;

- by learning these distributions, we learn what topics appear in a
dataset and in which documents.



TOPIC MODELING WITH LDA

Sample LDA result from (Blei, 2012):
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TOPIC MODELING WITH LDA

- Sample LDA result from (Blei, 2012):

“Genetics” “Evolution” “Disease” “Computers”
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TOPIC MODELING WITH LDA

- There are two major approaches to inference in probabilistic
models with a loopy factor graph like LDA:

- variational approximations simplify the graph by approximating
the underlying distribution with a simpler one, but with new
parameters that are subject to optimization;

- Gibbs sampling approaches the underlying distribution by
sampling a subset of variables conditional on fixed values of all
other variables.

- Both approaches have been applied to LDA.
- We will extend the Gibbs sampling.



LDA LIKELIHOOD

- The total likelihood of the LDA model is
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GIBBS SAMPLING

- And in collapsed Gibbs sampling, we sample
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where z__; denotes the set of all z values except z;.

- Samples are then used to estimate model variables



LDA EXTENSIONS

- There exist many LDA extensions:

- DiscLDA: LDA for classification with a class-dependent
transformation in the topic mixtures;

- Supervised LDA: documents with a response variable, we mine
topics that are indicative of the response;

- TagLDA: words have tags that mark context or linguistic features;

- Tag-LDA: documents have topical tags, the goal is to recommend
new tags to documents;

- Topics over Time: topics change their proportions with time;

- hierarchical modifications with nested topics are also important.

- In particular, there are extensions tailored for sentiment
analysis.



JOINT SENTIMENT-TOPIC

- JST: topics depend on
sentiments from a
document’s sentiment
distribution 74, words are
conditional on
sentiment-topic pairs.

- Generative process - for each
word position j:

(1) sample a sentiment label
L ~ Mult(7mg);

(2) sample a topic
zj ~Mult(04,1,);

(3) sample a word
w~ Mult(ey 25 ).




JOINT SENTIMENT-TOPIC

- In Gibbs sampling, one can marginalize out m4:
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where n,, x,¢,a is the number of words w generated with topic
t and sentiment label k in document d, ay is the Dirichlet prior
for topic t with sentiment label k.



ASPECT AND SENTIMENT UNIFICATION MODEL

- ASUM: aspect-based analysis
+ sentiment for user reviews;
a review is broken down into
sentences, assuming that
each sentence speaks about
only one aspect.

- Basic model — Sentence LDA
(SLDA): for each review d with
topic distribution 0 4, for each
sentence in d,

(1) choose its sentiment label
ls ~ Mult(7tg),

(2) choose topic
ts ~ Mult(6g4,,)
conditional on the
sentiment label 1,

(3) generate words
w~ Mult(@ ¢, ).




GIBBS SAMPLING FOR ASUM

- Denoting by sk +,a the number of sentences (rather than words)
assigned with topic t and sentiment label t in document d:
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where W,, ; is the number of words w in sentence j.

- There are other models and extensions (USTM).
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LEARNING SENTIMENT PRIORS




IDEA

- All of the models above assume that we have prior sentiment
information from an external vocabulary:

- in JST and Reverse-JST, word-sentiment priors A are drawn from an
external dictionary and incorporated into B priors; Bxw = B if
word w can have sentiment label k and By, = O otherwise;

- in ASUM, prior sentiment information is also encoded in the B
prior, making B, asymmetric similar to JST,

- the same holds for other extensions such as USTM.



IDEA

- Dictionaries of sentiment words do exist.
- But they are often incomplete; for instance, we wanted to apply
it to Russian where there are few such dictionaries.

- It would be great to extend topic models for sentiment analysis
to train sentiment for new words automatically!

- We can assume access to a small seed vocabulary with
predefined sentiment, but the goal is to extend it to new words
and learn their sentiment from the model.



IDEA

- In all of these models, word sentiments are input as different 3
priors for sentiment labels.

- If only we could train these priors automatically...
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IDEA

- In all of these models, word sentiments are input as different 3
priors for sentiment labels.

- If only we could train these priors automatically...

- ..and we can do it with EM!

GENERALEMSCHEME

1: while inference has not converged do
2: for N steps do o M-step
3 run one Gibbs sampling update step

4; update Bx.w priors o E-step
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EM TO TRAIN {3

- This scheme works for every LDA extension considered above.

- At the E-step, we update Byw o Nk x,% and we can choose
the normalization coefficient ourselves, so we start with high
variance and then gradually refine By, estimates in simulated

annealing:
1

Bkw = —Mw k%,
T

where T is a regularization coefficient (temperature) that starts
large (high variance) and then decrease (lower variance).



EM TO TRAIN {3

- Thus, the final algorithm is as follows:

- start with some initial approximation to ¥ (from a small seed
dictionary and maybe some simpler learning method used for
initialization and then smoothed);

- then, iteratively,

- at the E-step of iteration 1, update Bxw as Brw =
with, e.g, T(i) = max(1,200/1);

- at the M-step, perform several iterations of Gibbs sampling for the
corresponding model with fixed values of Bxw.

ﬁnw,k,*,*



WORD EMBEDDINGS

- Earlier (MICAI 2015), we have shown that this approach leads to
improved results in terms of sentiment prediction quality.

- In this work, we use improved sentiment-topic models to learn
new aspect-based sentiment dictionaries.

- To do so, we used distributed word representations (word
embeddings).
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WORD EMBEDDINGS

- Distributed word representations map each word occurring in
the dictionary to a Euclidean space, attempting to capture
semantic relationships between the words as geometric
relationships in the Euclidean space.

- Started back in (Bengio et al., 2003), exploded after the works of
Bengio et al. and Mikolov et al. (2009-2011), now used
everywhere; we use embeddings trained on a very large Russian
dataset (thanks to Nikolay Arefyev and Alexander Panchenko!).

Input layer
B Output layer

CxP-dim
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HOW TO EXTEND LEXICONS

- Intuition: words similar in some aspects of their meaning, e.g,,
sentiment, will be expected to be close in the semantic
Euclidean space.

- To expand the top words of resulting topics:

- extract word vectors for all top words from the distribution ¢ in
topics and all words in available general-purpose sentiment
lexicons;

- for every top word in the topics, construct a list of its nearest
neighbors according to the cosine similarity measure in the R°°
space among the sentiment words from the lexicons (20
neighbors is almost always enough).

- We have experimented with other similarity metrics (L, L,
variations on L) with either worse or very similar results.



EXPERIMENTS




DATASET

- Dataset with Russian language reviews on restaurants released
for the SentiRuEval-2015 task (Loukachevitch et al,, 2015).

- In total, 17,132 unlabeled reviews were used to train the
Reverse-JST model.

- Preprocessing natural for topic modeling: remove stopwords
and punctuation, convert to lowercase, normalize the text with
Mystem, remove too rare words (< 3 occurrences).

- Forinitial B priors, we used a manually constructed sentiment
lexicon.
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SAMPLE TOPICS

# | sent. | sentiment words
neu coyc [sauce], canat [salad], kycouex [slice], cbip [cheese], Tapenka [plate], ool
1 [vegetable], macno [oil], nyk [onions], nepeu [pepper]
pos npuaTHbIn [pleasant], aTmoctepa [atmosphere], yioTHbIn [cozy]l, Beuep
[evening], my3bika [music], yxuH [dinner], pomaHTueckni [romantic]
neg pectopaH [restaurant], obuumnaHT [waiter], BHumaHnue [attention], cepsuc [ser-
vice], o6pauiats [to notice], o6cnyxusath [to serve], yposerb [level]
neu ctonuk [table], 3akasbiBath [to order], Beuep [evening], cton [table], npuxoaunTs
2 [to come], mecTo [place], 3apaHee [in advance], BcTpeuaTs [to meet]
pos mecTo [place], xopowwnn [good], Bkyc [taste], cambiin [most], npuaTHbIn [pleas-
ant], snonxe [quite], otnnunbin [excellent], untepecHsii [interesting]
neg ena [food], Boo6uie [in general], Hukakon [nonel, 3aka3biBatb [to order],
okasbiBaTtbca [appear], Bkyc [taste], yxacHbii [awful], Huuto [nothing]
neu nesyuika [girl], cnpawwsaTs [to ask], Bonpoc [question], nogxoanTb [to come],
3 oduumaHTka [waitress], opuumnant [waiter], rosopuTs [to speak]
pos 6onbuwon [big], mecto [place], Bbibop [choice], xopownn [good], 6ntogo [dish],
ueHa [pricel, nopuus [portion], He6onbwoin [small], nntoc [plus]
neg ueHa [price], obcnyxneanue [service], kauectso [quality], yposerb [level],
KyxHs [kitten], cpenHnin [average], ueHHmk [price tagl, Bbicoko [high]
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MINING ASPECTS

- The resulting aspect-based lexicons contain 726 topical aspects
commonly divided into three types:

(1) explicit aspects that denote parts of a product (e.g., compydHuk
[worker], 6apaHuHa [lamb], osouwj [vegetable], mekcukaHckuli
[mexican]);

(2) implicit aspects that refer indirectly to a product (e.g., yucmo
[clean], apomamHbiti [aromaticl, coimno [filling], wymHo [noisy]);

(3) narrative words which related to major topics in the text and
indirectly refer to sentiment polarity of the text (e.g., nepeconums
[to oversalt], noxenams [to wish], nouyscmsosams [to sense],
omcymcmesosams [be missing]).

- Next we applied the mined aspects to sentiment classification
to see whether there is an improvement.
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SENTIMENT CLASSIFICATION

- Classifier from (lvanov, Tutubalina et al., 2015) based on a
max-entropy model.

- It uses term frequency features in the context of an aspect term
and lexicon-based features.

- Specifically, the following features from an aspect’s context
window of 4 words:

(1) lowercased character n-grams with document frequency greater
than two;

(2) lexicon-based unigrams and context unigrams and bigrams;

(3) aspect-based bigrams as a combination of the aspect terms itself
and words;

(4) lexicon-based features: the maximal sentiment score, the
minimum sentiment score, the total and averaged sums of the
words’ sentiment scores.
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SENTIMENT CLASSIFICATION

- We compare classifiers with lexicon-based features:
(1) computed on a manually constructed general-purpose lexicon

(baseline classifier),

(2) computed on a general-purpose lexicon for all words and

aspect-based lexicons for individual aspects.

- We evaluated three different versions of sentiment scores:

(1)

()

scoresDict: take sentiment score from the manually created
lexicon if the word occurs in the lexicon with a positive or negative
label; otherwise, set the score to 0;

scoresMult: set the sentiment score of a word as a product of the
dictionary score and the similarity;

scoresCos: set the sentiment score to cosine similarity score if
similarity between the word in question and xopowut [good] is
higher than similarity with noxod [bad]; otherwise, shift
sentiment score towards the opposite polarity.
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CLASSIFICATION RESULTS

. micro-averaged macro-averaged

Max-Entropy Classifier 5 R = 5 R =

baseline - Lexiconl 0.595 0344 | 0.436 0.738 0.649 | 0.676
scoresDict 0.592 0.344 0.436 0.737 0.649 0.676
scoresMult 0.600 0.351 0.442 0.740 0.653 0.680
scoresCos 0.610 0.372 0.462 0.748 0.663 0.691
baseline - Lexicon2 0.572 0.341 0.427 0.727 0.646 0.671
scoresDict 0.568 0.345 0.430 0.725 0.647 0.672
scoresMult 0.556 0.338 | 0.420 0.719 0.643 | 0.667
scoresCos 0.566 0.368 | 0.447 0.725 0.657 | 0.680
baseline - Lex1 + Lex2 0.594 0.348 | 0.439 0.738 0.651 | 0.679
scoresDict 0.595 0376 | 0.461 0.741 0.663 | 0.689
scoresMult 0.590 0.372 0.457 0.738 0.661 0.687
scoresCos 0.602 0.376 | 0.463 0.744 0.664 | 0.690
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SAMPLE ASPECT-RELATED SENTIMENT WORDS

aspect sentiment words

6apaHuHa BKyCHbIN [tasty], coimHbiin [filling], annetuTHbin [delicious], aywmncTbii

[lamb] [sweet smelling], nenukatecHbiin [speciality], cnagkui [sweet]

Kapaoke My3blkanbHblii  [musical], noncosbin  [pop], knaccHo [awesome],

[karaoke] passnekatenbHbin [entertaining], ynetHbiit [mind-blowing]

nupor [pie] BKyCHbI [tasty], annetuTHbin [delicious],o6cbinton [bulk 1, coithblin [fill-
ing], uepcTBbii [stale], apomatHbii [aromatic], cnagkui [sweet]

pectopaH wukapHoin [upscale], dewenebenbHbin [fashionable], yoTHbin [cozy],

[restaurant] niokc [luxe], pockowHbii [luxurious], Hegoporoi [affordable]

BbiBECKa [sign]

obseTwanbiii [decayed], Bblusetwun [faded], ananosartbin [flashy],
theweHebenbHbIn [fashionable], dhanepHbin [veneer]

aamMuHucTpaTop | ntokc [luxe], HemcnonHuTenbHbIN [careless], oTeeTcTBeHHbIN [responsible],
[manager] KomneTeHTHbI [competent], ToncTak [fatty]

NHTEepbep yioT [comfort], yioTHbli[cozy], cTunbHbIn [stylish], npocTopHbin [spacious],
[interior] nomnesHbin [magnific], pockowHbin [luxurious], wukapHbii [upscale]
BEXUBbI Bexxnuebin  [delicate], yutusbin[polite], o6xoautensHbin [affable],
[delicate] no6poxenatenbHbii [good-minded], TakTuuHbin [diplomatic]
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CONCLUSION

- We have presented a method for automatically extracting
aspect-based sentiment lexicons based on an extension of
sentiment-related topic models augmented with similarity
search based on distributed word representations.

- We extract important new sentiment words for aspect-specific
lexicons and show improvements in sentiment classification on
standard benchmarks.

- Future work:

- can we train a more informative relation between sentiment priors
and distributed word representations?

- maybe distributed word representations can be fed directly into
the priors?
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THANK YOU!

Thank you for your attention!
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